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ABSTRACT. This paper is devoted to the study of the problem

\[ u^{(4)} = f(t, u, u', u'', u'''), \]
\[ u(0) = u(2\pi), \quad u'(0) = u'(2\pi), \quad u''(0) = u''(2\pi), \quad u'''(0) = u'''(2\pi). \]

We assume that \( f \) can be written under the form

\[ f(t, u, u', u'', u''') = f_2(t, u, u', u'', u''')u'' + f_1(t, u, u', u'', u''')u' + f_0(t, u, u', u'', u''')u + \tau(t, u, u', u'', u''') \]

where \( \tau \) is a bounded function. We obtain existence conditions related to uniqueness conditions for the solution of the linear problem

\[ u^{(4)} = au + bu'', \]
\[ u(0) = u(2\pi), \quad u'(0) = u'(2\pi), \quad u''(0) = u''(2\pi), \quad u'''(0) = u'''(2\pi). \]
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1. INTRODUCTION

This paper is devoted mainly to the study of the fourth order periodic boundary value problem

\[ u^{(4)} = f(t, u, u', u'', u'''), \quad (1.1) \]
\[ u(0) = u(2\pi), \quad u'(0) = u'(2\pi), \quad u''(0) = u''(2\pi), \quad u'''(0) = u'''(2\pi). \quad (1.2) \]

Boundary value problems for fourth order ordinary differential equations have received considerable interest recently. As a starting point, we state a result of Y. Yang [22] about a nonlinear problem with Dirichlet-type boundary conditions:

\[ u^{(4)} = f(t, u, u''), \]
\[ u(0) = u(\pi) = 0, \quad u''(0) = u''(\pi) = 0. \]

Y. Yang proves the existence of a solution under the assumption that

\[ |f(t, u, v)| \leq a|u| + b|v| + c, \]

with

\[ a + b < 1. \]
With the same boundary conditions, Y. Yang [23] has also established the existence of a solution for the equation
\[ u^{(4)} = g(t, u, u', u'', u''')u + h(t, u, u', u'', u''') \]
assuming that, for \( U \in \mathbb{R}^4 \), \( h(t, U) \) is bounded and there exists \( k \in \mathbb{N} \) such that
\[ k^4 \leq \inf_U g(t, U) \leq \sup_U g(t, U) \leq (k + 1)^4 \]
a.e. on \([0, \pi]\),
where the notation \( \leq \) means that the inequality is strict on a subset of positive measure. This last condition can be clearly read as a non-interference condition of the nonlinearity with respect to the spectrum of the operator \( u \mapsto u^{(4)} \), subject to the boundary conditions (1.4). Recently, M. Del Pino and R. Manasevich [5] have extended Y. Yang’s [22] result. They prove the existence of a solution for (1.3), (1.4), assuming that
\[ |f(t, u, v) - (\alpha u + \beta v)| \leq a|u| + b|v| + c, \]
the numbers \( \alpha, \beta \in \mathbb{R} \) and \( a, b, c \in \mathbb{R}^+ \) being such that
\[ \frac{\alpha}{k^4} - \frac{\beta}{k^2} \neq 1 \quad \text{for all } k \in \mathbb{N}^*, \] (1.5)

\[ a \max_{k \in \mathbb{N}} \frac{1}{|k^4 - \alpha + \beta k^2|} + b \max_{k \in \mathbb{N}} \frac{k^2}{|k^4 - \alpha + \beta k^2|} < 1. \]

The aim of this paper is to provide analogous results for the periodic boundary value problem (1.1), (1.2). Those results will however be obtained by a method of proof different from that of the above-mentioned papers.

Before discussing the problem further, let us mention a few recent contributions to fourth order boundary value problems, namely by A.R. Aftabizadeh [1], R.P. Agarwal [2], C. Fabry and F. Munyamarere [6], C. Gupta [13], G. Metzen [17], L. Sanchez [18], J.D. Schuur [19].

In order to obtain sharp existence results for the problem (1.1), (1.2), it seems appropriate to relate it to the two-parameter eigenvalue problem
\[ u^{(4)} = au + bu'', \] (1.6)
\[ u(0) = u(2\pi), \ u'(0) = u'(2\pi), \ u''(0) = u''(2\pi), \ u'''(0) = u'''(2\pi), \] (1.7)
about which it is an easy matter to prove the following result.

**Lemma 1.** The problem (1.6), (1.7) has a nontrivial solution if and only if there exists \( k \in \mathbb{N} \) such that
\[ k^4 = a - bk^2. \]

For \( k \in \mathbb{N} \), we will call the set \( L_k = \{(a, b) \in \mathbb{R}^2 \mid k^4 = a - bk^2\} \) an **eigenline** of (1.6), (1.7). The condition (1.5) then means that the point \((\alpha, \beta)\) does not lie on any eigenline.

We will treat problem (1.1), (1.2) by separating two cases, depending on the form of \( f \). In the first case, discussed in section 3, we will assume that \( f \) can be written under the form
\[ f(t, u, u', u'', u''') = (g(t, u, u')u')' + h(t, u, u', u'', u''')u + r(t, u, u', u'', u'''). \] (1.8)
where \( r(t, u, u', u'', u''') \) is a bounded function. We will be able to prove the existence of a solution under the assumption that the point \((g(t, x, y), h(t, x, y, z, w))\) always lies in a rectangle with sides parallel to the axes and which does not intersect any eigenline. This kind of result can be considered as an extension of the results of Y. Yang [23] (with obvious modifications, since the boundary conditions are different). It is worthwhile to adapt that result in the case where the point \((g(t, x, y), h(t, x, y, z, w))\) is located at the left of all eigenlines. That situation is also dealt
with in section 3; the results obtained there generalize results of C. Gupta and J. Mawhin [13].

The above results have a simple geometric description in terms of eigenlines; however, they have
the drawback to rely on the decomposition (1.8) of $f$, for which we are unable to give practical
hypotheses ensuring its existence. Therefore, in section 4, we work with a different decomposition
of $f$, namely

$$f(t, u, u', u'', u''') = f_2(t, u, u', u'', u''')u''' + f_0(t, u, u', u''')u + r(t, u, u', u'', u''').$$  \hspace{1cm} (1.9)$$

where $r(t, u, u', u'', u''')$ is a bounded function. Such a decomposition can be obtained, for instance,
on the basis of an hypothesis of the type

$$|f(t, u, v, w, z) - pa - qw| \leq \alpha(t)|u| + \beta(t)|w| + \gamma(t).$$

That kind of condition has been used in M. Del Pino and R. Manasevich [5], C. Fabry and F.
Munyamarere [6], Y. Yang [22]. Unfortunately, the existence conditions obtained with the decom-
position (1.9) are not as nice as those obtained with (1.8). In particular, we are unable to answer a
question raised by M. Del Pino and R. Manasevich: can the existence of a solution be proven under
the hypothesis that the point $(f_0, f_2)$ lies in a rectangle which does not intersect the eigenlines?

In the sequel, we will refer to the case where $f$ admits the decomposition (1.8) as the “symmetric
case”, whereas the decomposition (1.9) will be referred to as the “nonsymmetric case”.

Our method of proof is inspired by a method used by J. Mawhin and J.R. Ward [15] [16] for
the periodic boundary value problem

$$-u''' = f(t, u),$$

$$u(0) = u(2\pi), u'(0) = u'(2\pi).$$

They prove the existence of a solution, assuming that, for some $n \in \mathbb{N},$

$$n^2 \leq a(t) \leq \liminf_{|u| \to \infty} \frac{f(t, u)}{u} \leq \limsup_{|u| \to \infty} \frac{f(t, u)}{u} \leq b(t) \leq (n + 1)^2. \hspace{1cm} (1.10)$$

Their proof relies on the use of a coercive quadratic form. More precisely, they use the fact that
the Sobolev space $H^1_{2\pi}$ admits a decomposition $H^1_{2\pi} = \tilde{H} \oplus \bar{H}$ with dim $\tilde{H} < \infty$ such that, for all
$\tilde{u} \in \tilde{H}, \bar{u} \in \bar{H},$

$$\int_0^{2\pi} [\tilde{u}'^2 - b(t)\tilde{u}^2] - \int_0^{2\pi} [\bar{u}'^2 - a(t)\bar{u}^2] \geq \delta ||\tilde{u} + \bar{u}||^2_{H^1},$$

for some $\delta > 0.$

In section 2, we introduce an abstract version of such type of hypothesis to obtain an existence
result for the general nonlinear equation $Lu = Nu$; that result will then be applied to the periodic
fourth order boundary value problem.

At the end of this introduction let us fix some notations. We will use the following spaces:

$$L^k(0, 2\pi) = \{ u : [0, 2\pi] \to \mathbb{R} \text{ measurable} \mid \int_0^\pi |u(t)|^k \, dt < \infty \},$$

$$W^{k,p}(0, 2\pi) = \{ u : [0, 2\pi] \to \mathbb{R} \mid \text{ for } j = 0, \ldots, k - 1,$n^{(j)} \text{ is absolutely continuous and } \int_0^\pi |u^{(k)}(t)|^p \, dt < \infty \},$$

$$H^k(0, 2\pi) = W^{k,2}(0, 2\pi),$$

$$H^k_{2\pi} = \{ u \in H^k(0, 2\pi) \mid u(0) = u(2\pi), \ldots, u^{(k-1)}(0) = u^{(k-1)}(2\pi) \},$$

$$C^k[0, 2\pi] = \{ u : [0, 2\pi] \to \mathbb{R} \mid \text{ k - times continuously differentiable} \}.$$
We will often only write \( C^k, L^k, W^{k,p}, H^k \). The norms on those spaces are defined as usual; on \( H^2 \), we will use the norm \( \|u\|_{H^2} = \|u\|_{L^2} + \|u''\|_{L^2} \).

Finally we will say that a function \( f : [0, 2\pi] \times \mathbb{R}^n \to \mathbb{R} \) satisfies \( L^p \)-Carathéodory conditions if

1) for each \( u \in \mathbb{R}^n \), \( f \) is measurable in \( t \);
2) for almost every \( t \in [0, 2\pi] \), \( f \) is continuous in \( u \);
3) for every \( R > 0 \), there exists a function \( h_R \in L^p(0, 2\pi) \) such that \( |f(t, u)| \leq h_R(t) \) a.e. \( t \in [0, 2\pi] \) and for each \( u \in \mathbb{R}^n \) with \( \|u\| < R \).

2. ABSTRACT RESULTS

In this section, we first present an existence result for the abstract nonlinear equation

\[ Lu = Nu; \]

that result is a generalization of Theorem 3 in C. De Coster, C. Fabry and P. Habets [4].

Let \( H \) be a Hilbert space, \( X \) and \( V \) be normed spaces such that \( H \) is continuously embedded in \( V' \), the dual of \( V \). We denote by \( \langle \cdot, \cdot \rangle \) the pairing in \( V' \). Let \( A, B : X \to V \) be linear, symmetric operators such that for all \( u \in X \)

\[ \langle Au, u \rangle < \langle Bu, u \rangle. \]

Denote by \( \mathcal{F}(X, V) \) the set of linear, symmetric operators \( S : X \to V \) such that, for all \( u \in X \)

\[ \langle Au, u \rangle \leq \langle Su, u \rangle \leq \langle Bu, u \rangle. \]

The theorem below uses coincidence degree arguments; for a presentation of that theory and the definition of \( L \)-compactness and \( L \)-complete continuity, the reader is referred to J. Mawhin [14].

**THEOREM 2.** Let \( L : \text{dom } L \subset H \cap X \to V \) be a linear, symmetric, Fredholm operator of index zero and \( N : X \to V \) be a \( L \)-completely continuous operator. Assume that:

(a) the operators \( A, B \) are \( L \)-compact;
(b) the bilinear forms \( \tilde{A}, \tilde{B}, \tilde{C} : \text{dom } L \times \text{dom } L \to \mathbb{R} \) respectively defined by \( \tilde{A}(u, v) = \langle Au, v \rangle \), \( \tilde{B}(u, v) = \langle Bu, v \rangle \), \( \tilde{C}(u, v) = \langle Lu, v \rangle \) admit continuous extensions to \( H \times H \) denoted by \( A, B, C \);
(c) for every \( K > 0 \), there exists \( M > 0 \) such that if \( u \) is a solution of

\[ \lambda Nu + (1 - \lambda) \frac{A + B}{2} u \]

with \( \|u\|_H < K \) and \( \lambda \in [0, 1] \), then \( \|u\|_X < M \).

If, moreover,

(i) there exist \( D(\cdot, \cdot) \) a positive definite bilinear form and a decomposition \( H = \tilde{H} \oplus \hat{H} \) with dim \( \tilde{H} < \infty \) such that, for any \( \bar{u} \in \tilde{H}, \bar{u} \in \hat{H}, \)

\[
|\tilde{C}(\bar{u}, \bar{u}) - B(\bar{u}, \bar{u})| - |\tilde{C}(\bar{u}, \bar{u}) - A(\bar{u}, \bar{u})| \geq D(\bar{u} + \bar{u}, \bar{u} + \bar{u}); \tag{2.1}
\]

(ii) the operator \( N \) admits the decomposition

\[ Nu = G(u)u + Q(u) \]

where for all \( u \in X \), \( G(u) \in \mathcal{F}(X, V) \), the bilinear form \( \tilde{G}(x) \) defined on \( \text{dom } L \times \text{dom } L \) by \( \tilde{G}(x)(u, v) = \langle G(x)u, v \rangle \) admits a continuous extension to \( H \times H \) denoted by \( G(x) \) and there exists \( R > 0 \) such that, for all \( u \in \text{dom } L \), \( u = \bar{u} + \bar{u} \) with \( \bar{u} \in \tilde{H}, \bar{u} \in \hat{H} \) and \( \|u\|_H \geq R \),

\[ \langle Q(\bar{u} + \bar{u}), \bar{u} - \bar{u} \rangle < D(\bar{u} + \bar{u}, \bar{u} + \bar{u}). \tag{2.2} \]

Then there exists at least one solution \( u \) of

\[ Lu = Nu. \]
PROOF. By the coincidence degree theory, we only have to find an a priori bound in $X$ for the solutions of

$$Lu : = \lambda Nu + (1 - \lambda) \frac{A + B}{2} u, \ \lambda \in [0, 1]. \quad (2.3)$$

By hypothesis (c), it is enough to prove that for all $u$ solution of (2.3), we have $\|u\|_H < R$.

Assume by contradiction that there is a solution $(\lambda, u)$ of (2.3) with $\|u\|_H \geq R$. Let us write $u = \bar{u} + \tilde{u}$ with $\bar{u} \in \check{H}$ and $\tilde{u} \in \tilde{H}$, let $N = \lambda N + (1 - \lambda)(A + B)/2$, $\mathcal{G}(u) = \lambda \mathcal{G}(u) + (1 - \lambda)(A + B)/2$. Multiplying (2.3) by $\tilde{u} - \bar{u}$, we obtain using (2.1) and (2.2),

$$0 = \langle Lu - N\bar{u}, \tilde{u} - \bar{u} \rangle$$

$$= \langle \mathcal{L}(\tilde{u}, \tilde{u}) - \mathcal{G}(u)(\tilde{u}, \tilde{u}) - \mathcal{L}(\bar{u}, \bar{u}) - \mathcal{G}(u)(\bar{u}, \bar{u}) \rangle - \lambda \langle Q(u), \tilde{u} - \bar{u} \rangle$$

$$\geq \langle \mathcal{L}(\bar{u}, \bar{u}) - \mathcal{B}(\bar{u}, \bar{u}) \rangle - \langle \mathcal{L}(\tilde{u}, \tilde{u}) - \mathcal{A}(\tilde{u}, \tilde{u}) \rangle - \lambda \langle Q(u), \tilde{u} - \bar{u} \rangle > 0$$

which gives a contradiction and proves that $\|u\|_H < R$.

The existence of a decomposition $H = \check{H} \oplus \tilde{H}$ such that (2.1) holds can be obtained by means of the following proposition which is proved in C. De Coster, C. Fabry and P. Habets [4].

PROPOSITION 3. Let $H$ be a vector space and $\mathcal{L}, A, B$ be real, bilinear, symmetric forms on $H$. Assume that

(i) there is some $m \in \mathbb{R}$ such that

$$\mathcal{C} = \mathcal{L} + mB - (1 + m)A$$

is a scalar product which makes $H$ a Hilbert space;

(ii) $B - A$ is positive definite, i.e.

$$\langle \forall u \in H, u \neq 0 \rangle, (B - A)(u, u) > 0;$$

(iii) for any sequence $(u_k)_k$ such that $u_k \xrightarrow{C} u$, one has

$$\langle B - A \rangle(u_k, u) \rightarrow \langle B - A \rangle(u, u).$$

Then the following equivalences hold:

(a) the interval $[0, 1]$ does not contain eigenvalues $\lambda$ of the problem

$$\forall v \in H, \mathcal{L}(u, v) = \lambda \mathcal{B}(u, v) + (1 - \lambda)\mathcal{A}(u, v);$$

(b) there exists $\delta > 0$, $\check{H} \subset H$ and $\tilde{H} \subset H$ such that $\dim \check{H} < \infty$, $H = \check{H} \oplus \tilde{H}$ and, for any $\bar{u} \in \check{H}$, $\tilde{u} \in \tilde{H}$, one has

$$\langle \mathcal{L} - \mathcal{B}(\bar{u}, \bar{u}) \rangle - \langle \mathcal{L} - \mathcal{A}(\bar{u}, \bar{u}) \rangle \geq \delta \mathcal{C}(\bar{u} + \tilde{u}, \bar{u} + \tilde{u})$$

(c) for any real bilinear symmetric form $S$ on $H$ such that $A \leq S \leq B$, i.e. such that

$$\forall u \in H, \mathcal{A}(u, u) \leq S(u, u) \leq \mathcal{B}(u, u),$$

$u = 0$ is the only solution of

$$\forall v \in H, \mathcal{L}(u, v) = S(u, v).$$

Variants of Theorem 2 and Proposition 3 can be written, in which the operators belonging to $\mathcal{F}(X, V)$ satisfy a one-sided condition only.

THEOREM 4. Let $L : \text{dom } L \subset H \cap X \rightarrow V$ be a linear Fredholm operator of index zero and $B : X \rightarrow V$ a linear $L$-compact operator. Consider the set $\mathcal{F}(X, V)$ of operators $S : X \rightarrow V$ such that for all $u \in X \cap V'$

$$\langle Su, u \rangle \leq \langle Bu, u \rangle.$$
Let $N : X \to V$ be a $L$-completely continuous operator. Assume that:

for every $K > 0$, there exists $M > 0$ such that every solution $u$ of

$$Lu = \lambda Nu + (1 - \lambda)Bu$$

with $\|u\|_H < K$ and $\lambda \in [0, 1]$, verifies $\|u\|_X < M$.

Moreover,

(i) there exists a positive definite bilinear form $\mathcal{D}(.,.)$ such that, for all $u \in \text{dom } L$,

$$\langle Lu, u \rangle - \langle Bu, u \rangle \geq \mathcal{D}(u, u);$$

(ii) the operator $N$ admits the decomposition

$$N(u) = G(u) + Q(u)$$

where $G \in \mathcal{F}(X, V)$ and there exists $R > 0$ such that, for all $u \in \text{dom } L$ with $\|u\|_H \geq R$,

$$\langle Q(u), u \rangle < \mathcal{D}(u, u).$$

Then there exists at least one solution $u$ of

$$Lu = Nu.$$

The proof is similar to that of Theorem 2.

REMARK. Notice that the linearity and the symmetry of the operators of $\mathcal{F}(X, V)$ are not required.

The following proposition is proved in C. De Coster, C. Fabry and P. Habets [4].

PROPOSITION 5. Let $H$ be a vector space and $\mathcal{L}, \mathcal{B}, \mathcal{D}$ be real, bilinear, symmetric forms on $H$. Assume that

(i) there is some $m \in \mathbb{R}$ such that

$$\mathcal{C} = \mathcal{L} - \mathcal{B} + m\mathcal{D}$$

is a scalar product which makes $H$ a Hilbert space;

(ii) $\mathcal{D}$ is positive definite;

(iii) for any sequence $(u_k)_k$ such that $u_k \xrightarrow{\mathcal{C}} u$, one has

$$\mathcal{D}(u_k, u_k) \to \mathcal{D}(u, u).$$

Then the following equivalences hold:

(a) the eigenvalues $\lambda$ of the problem

$$\forall v \in H, \quad \mathcal{L}(u, v) - \mathcal{B}(u, v) = \lambda \mathcal{D}(u, v)$$

are all strictly positive;

(b) there exists $\delta > 0$ such that for any $u \in H$, one has

$$(\mathcal{L} - \mathcal{B})(u, u) \geq \delta \mathcal{C}(u, u);$$

(c) for any real bilinear symmetric form $\mathcal{S}$ on $H$ such that $\mathcal{S} \leq \mathcal{B}$, $u = 0$ is the only solution of

$$\forall v \in H, \quad \mathcal{L}(u, v) = \mathcal{S}(u, v).$$

3. SYMMETRIC CASE

In this section we will study the problem

$$u^{(4)} = f(t, u, u', u'', u'''),$$

$$u(0) = u(2\pi), \quad u'(0) = u'(2\pi), \quad u''(0) = u''(2\pi), \quad u'''(0) = u'''(2\pi),$$

under the general assumption that $f$ admits a decomposition of the form...
We will consider separately the case where the function \( f \) stays asymptotically between two eigenlines and the case where it stays asymptotically at the left of all eigenlines.

### 3.1 BETWEEN TWO EIGENLINES

**THEOREM 6.** Assume that \( f \) satisfies (3.3) with (H1)(i) the functions

\[
h, r : [0, 2\pi] \times \mathbb{R}^4 \to \mathbb{R} : (t, X) \mapsto h(t, X), r(t, X),
\]

are measurable in \( t \in [0, 2\pi] \) and continuous in \( X \in \mathbb{R}^4 \);

(ii) the function \( g : [0, 2\pi] \times \mathbb{R}^2 \to \mathbb{R} : (t, x, y) \mapsto g(t, x, y) \) is differentiable and the partial derivatives are such that \( \frac{\partial g}{\partial t}, \frac{\partial g}{\partial x} \) satisfy \( L^1 \)-Carathéodory conditions, \( \frac{\partial g}{\partial y} \) satisfy \( L^2 \)-Carathéodory conditions and for all \( (x, y) \in \mathbb{R}^2 \), \( g(0, x, y) = g(2\pi, x, y) \);

(H2) there exist \( m_0, m_1, m_2 \in L^1(0, 2\pi), m_3 \in L^2(0, 2\pi) \) and \( \varepsilon > 0 \) such that, for all \( X = (x, y, z, w) \in \mathbb{R}^4 \) and almost every \( t \in [0, 2\pi] \),

\[
|r(t, X)| \leq m_0(t) + m_1(t)|x|^{1-\varepsilon} + m_2(t)|y|^{1-\varepsilon} + m_3(t)|z|^{1-\varepsilon};
\]

(H3) there exist \( a_1, b_1 \in L^1(0, 2\pi), a_2, b_2 \in W^{1,1}(0, 2\pi) \) such that \( a_2(0) = a_2(2\pi), b_2(0) = b_2(2\pi) \) and for all \( x, y, z, w \in \mathbb{R} \) and for almost every \( t \in [0, 2\pi] \),

\[
a_1(t) \leq h(t, x, y, z, w) \leq b_1(t),
\]

\[
b_2(t) \leq g(t, x, y) \leq a_2(t).
\]

If moreover,

(F) there exist \( \delta > 0 \) and a decomposition \( H^2_{2\pi} = \bar{H} \oplus \tilde{H} \) with \( \dim \bar{H} < \infty \) such that, for any \( \tilde{u} \in \bar{H}, \hat{u} \in \tilde{H} \),

\[
\int_0^{2\pi} [\tilde{u}'^2 + b_2 \tilde{u}^2 - b_1 \hat{u}^2] - \int_0^{2\pi} [\tilde{u}'^2 + a_2 \tilde{u}^2 - a_1 \hat{u}^2] \geq \delta ||u||_{H^2}^2,
\]

then the problem (3.1)-(3.2) has at least one solution.

**PROOF.** We will apply Theorem 2 with the spaces \( H := H^2_{2\pi}, V := L^1, X := H^3_{2\pi} \) and the operators

\[
L : \text{dom } L = \{u \in W^{4,1} : u \text{ satisfies (3.2)} \} \to L^1 : u \mapsto u^{(4)};
\]

\[
A : H^3_{2\pi} \to L^1 : u \mapsto (a_2 u')' + a_1 u;
\]

\[
B : H^3_{2\pi} \to L^1 : u \mapsto (b_2 u')' + b_1 u;
\]

\[
G : H^3_{2\pi} \to L(H^3_{2\pi}, L^1) : x \mapsto G(x) \text{ defined by } G(x)u = (g(t, x, x')u')' + h(t, x, x', x'', x''')u;
\]

\[
Q : H^3_{2\pi} \to L^1 : u \mapsto r(t, u, u', u'', u''');
\]

\[
N : H^3_{2\pi} \to L^1 : u \mapsto Q(u)u + Q(u).
\]

It is easy to see that \( L \) is a Fredholm operator of index zero and has a compact generalized inverse from \( L^1 \) into \( H^3_{2\pi} \). It is not difficult to prove that \( A, B \) are \( L \)-compact and \( N : H^3_{2\pi} \to L^1 \) will be \( L \)-completely continuous if we prove that it is continuous and maps bounded sets into bounded sets. For that purpose, we will use the following result:

*Let \( X \) be a metric space, \( (f_n) \) a sequence in \( X \) and \( f \in X \) be such that for any subsequence of \( (f_n) \) there exists a sub-subsequence which converges to \( f \). Then, the initial sequence converges to \( f \).*

So, let \( (u_n) \subset H^3_{2\pi} \) be such that \( u_n \) converges to some \( u \) in the \( H^3_{2\pi} \)-norm, and let \( (u_{n_k}) \) be a subsequence of \( (u_n) \). Consider the sequence \( \varphi_n(t) = f(t, u_n(t), u'_n(t), u''_n(t), u'''_n(t)) \) and the subsequence \( (\varphi_{n_k}) \) which corresponds to \( (u_{n_k}) \). As \( (u_{n_k}) \) converges to \( u \) in the \( H^3_{2\pi} \)-norm, there exists a
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sul)-sfl)s('.(luc('(.' (.%) of (u,,) mwl tlmt fot' 0, 1,2,3,
(ii) timre exists h L(0,2r) such that lu(')(t)l < h(t) on [0, 2r] (see, for example, Brezis [3,
p. 58]).

By hypothesis (H1), we have \( \varphi_{n_k} \to \varphi \) a.e. on \([0,2\pi]\), where \( \varphi(t) = f(t, u(t), u'(t), u''(t), u'''(t)) \).
Moreover, from the \( H^3 \)-bound on the sub-subsequence \( (u_{n_k}) \) we deduce a \( C^2 \)-bound on it, and, by
(H11), (H12) and (H13), we can find a function \( g \in L^1 \) such that |\( \varphi_{n_k}(t) \)| \( \leq g(t) \). The continuity of \( N \) follows from the Lebesgue dominated convergence theorem. Moreover, we easily deduce from the
structure of \( N \) that it maps bounded sets into bounded sets.

Now we will prove that hypothesis (c) of Theorem 2 is satisfied. By the continuous injection
of \( H^2 \) into \( C \) and the hypothesis on \( f \), we have that, if there exists \( K > 0 \) such that for all solution
\( u \) of (2.3) we have \( ||u||_{H^2} < K \), then there exists \( M_1 = M_1(K) \) such that \( ||u^{(4)}||_{L^1} \leq M_1 \). It is easy
to conclude that there exists \( M_2 \) such that \( ||u||_{H^2} \leq M_2 \).

The rest of the proof is left to the reader.

The following lemma is necessary in order to apply Proposition 3.

LEMMA 7. Assume that there exist \( a, b L(0,2\pi) \), \( a, b L'(0,2\pi) \) with \( a_0(0) \)
\( a_2(0) \), \( b_2(0) = b_2(2\pi) \) such that \( a_1(0) \leq b_1(0) \) and \( a_1(t) + b_2(t) < a_2(t) + b_1(t) \) for a.e. \( t \in [0,2\pi] \).
Then, there exists \( n \in \mathbb{N}^* \) such that, for all \( u \in H^2_2 \),

\[
\int_0^{2\pi} [u''^2 - (n(b_2 - a_2) - a_2)u'^2 + (n(b_1 - a_1) - a_1)u^2] \geq \frac{1}{2} ||u||^2_{H^2_2}.
\]

PROOF. Assume by contradiction that there exists a sequence \( (u_n) \subset H^2_2 \) such that \( ||u_n||_{H^2} = 1 \) and
\[
\int_0^{2\pi} [u_n''^2 - (n(b_2 - a_2) - a_2)u_n'^2 + (n(b_1 - a_1) - a_1)u_n^2] < \frac{1}{2}.
\]
As \( a_2(t) \geq b_2(t) \) and \( b_1(t) \geq a_1(t) \) on \([0,2\pi]\), we can deduce from this relation that there exists \( \beta > 0 \) such that, for all \( n \),

\[
1 = ||u_n||^2_{H^2} \leq \beta ||u_n||^2_{C^1} + \frac{1}{2},
\]
i.e.

\[
||u_n||^2_{C^1} \geq \frac{1}{2\beta}.
\] (3.5)

On the other hand, we can find a subsequence, still denoted \( (u_n) \), such that \( (u_n) \) converges to some
\( u \) in \( C^1 \). We then have,

\[
0 \leq \int_0^{2\pi} [(a_2 - b_2)u'^2 + (b_1 - a_1)u^2] = \lim_{n \to \infty} \int_0^{2\pi} [(a_2 - b_2)u_n'^2 + (b_1 - a_1)u_n^2] \leq \lim_{n \to \infty} \frac{1}{2} \int_0^{2\pi} [u_n'^2 + a_2u_n'^2 - a_1u_n^2] = 0.
\]

We deduce from the hypothesis \( a_1(t) + b_2(t) < a_2(t) + b_1(t) \) for a.e. \( t \in [0,2\pi] \) with \( a_1(t) \leq b_1(t) \),
that \( u \equiv 0 \), which contradicts (3.5).

Using this, we will be able to give some simple hypothesis which ensure that hypothesis (F)
of Theorem 6 is satisfied.

COROLLARY 8. Assume that \( f \) satisfies (3.3), hypotheses (H1) to (H3) of Theorem 6 and
the hypotheses of Lemma 7. If moreover, there exist \( a_1, a_2, \beta_1, \beta_2 \in \mathbb{R} \) such that for a.e. \( t \in [0,2\pi],
\)
\[
ah_1 \leq a_1(t) \leq b_1(t) \leq \beta_1,
\]
\[
\beta_2 \leq b_2(t) < a_2(t) \leq \alpha_2
\]
and for all \( k \in \mathbb{N} \), for all \( \lambda \in (0,1) \)

\[
(\lambda\beta_1 + (1 - \lambda)a_1) - (\lambda\beta_2 + (1 - \lambda)a_2)k^2 \neq k^4
\] (3.6)
FOURTH ORDER NONLINEAR BOUNDARY VALUE PROBLEM

then problem (3.1)-(3.2) has at least one solution.

REMARK. It is easy to see that the last conditions of Corollary 8 mean that the point
\((g(t, x, y), h(t, x, y, z, w))\) always lies in a rectangle which does not intersect any eigenline.

PROOF. Using Lemma 7, we can apply Proposition 3 with \(H = H^2_\pi\), the bilinear forms
\(\mathcal{L}, \mathcal{A}, \mathcal{B} : H \times H \to \mathbb{R}\) being defined respectively by

\[
\mathcal{L}(u, v) = \int_0^{2\pi} u''v'' \quad \mathcal{A}(u, v) = \int_0^{2\pi} [-a_2 u'v' + a_1 uv], \quad \mathcal{B}(u, v) = \int_0^{2\pi} [-b_2 u'v' + b_1 uv].
\]

So condition \((F)\) holds if we can prove that the interval \([0, 1]\) does not contain eigenvalues \(\lambda\) of the problem

\[
\begin{align*}
&u^{(4)} = ((\lambda b_2 + (1 - \lambda)a_2)u')' + (\lambda b_1 + (1 - \lambda)a_1)u, \\
&u(0) = u(2\pi), \quad u'(0) = u'(2\pi), \quad u''(0) = u''(2\pi), \quad u'''(0) = u'''(2\pi).
\end{align*}
\]

Assume by contradiction that there exist \(\lambda \in [0, 1]\) and \(u \neq 0\) solution of (3.7)-(3.8). As
\(\alpha_1 \leq \lambda b_1(t) + (1 - \lambda)a_1(t) \leq \beta_1\), and \(u \neq 0\) on \([0,2\pi]\), we have, by the variationM characterization of the eigenvalues, that the eigenvalues \(\mu_1, \nu_1, \rho_1\) of the problems

\[
\begin{align*}
&u^{(4)} = (\theta b_2 + (1 - \theta)a_2)u'' - (\theta b_1 + (1 - \theta)a_1)u = 0, \\
&u(0) = u(2\pi), \quad u'(0) = u'(2\pi), \quad u''(0) = u''(2\pi), \quad u'''(0) = u'''(2\pi),
\end{align*}
\]

with boundary conditions (3.8), satisfy

\[
\rho_1 < \nu_1 < \mu_1, \quad \text{for all } i \in \mathbb{N},
\]

assuming the eigenvalues of the three problems to be arranged by increasing order.

As the problem (3.7)-(3.8) is assumed to have a nontrivial solution, there must be some \(i \in \mathbb{N}\) such that \(\nu_i = 0\). By continuity of the eigenvalue, there exists \(\theta \in [0, 1]\) such that the problem

\[
\begin{align*}
&u^{(4)} = (\theta b_2 + (1 - \theta)a_2)u'' = (\theta b_1 + (1 - \theta)a_1)u = 0, \\
&u(0) = u(2\pi), \quad u'(0) = u'(2\pi), \quad u''(0) = u''(2\pi), \quad u'''(0) = u'''(2\pi),
\end{align*}
\]

has a nontrivial solution, which, according to Lemma 1, contradicts the hypothesis (3.6).

REMARK. Letting \(q = (\alpha_2 + \beta_2)/2, \ b = (\alpha_2 - \beta_2)/2, \ p = (\alpha_1 + \beta_1)/2, \) and \(a = (\beta_1 - \alpha_1)/2\), the condition (3.6) can be written equivalently as : for all \(k \in \mathbb{N}\)

\[
k^4 + qk^2 - p \neq 0
\]

and

\[
1 \geq \frac{a}{|k^4 + qk^2 - p|} + \frac{b k^2}{|k^4 + qk^2 - p|}.
\]

3.2 AT THE LEFT OF ALL EIGENLINES

In this subsection, we will consider problem (3.1)-(3.2) with \(f\) as in (3.3), but we will assume
only one-sided conditions on \(h\) and \(g\). Unfortunately, in that case we cannot have a \(u'''\)-dependence
in \(f\). This is due to the fact that we cannot find an \(H^3\) bound on the solutions of (2.3) from an
\(H^2\)-bound, as in Theorem 6.

The proofs of the results of this subsection follow from Theorem 4 and Proposition 5. We take
here \(H = X = H^2_\pi\).

THEOREM 9. Let \(f : [0,2\pi] \times \mathbb{R}^3 \to \mathbb{R}\) be a function which satisfies the hypothesis (H1) and
(H2) of Theorem 6 with \(h, r : [0,2\pi] \times \mathbb{R}^3 \to \mathbb{R}\). Assume
(H3') there exist $b_1 \in L^1(0, 2\pi), b_2 \in W^{1,1}(0, 2\pi)$ such that $b_2(0) = b_2(2\pi)$ and for all $(x, y, z) \in \mathbb{R}^3$ and almost every $t \in [0, 2\pi]$,

$$h(t, x, y, z) \leq b_1(t),$$

$$b_2(t) \leq g(t, x, y).$$

(H4) there exist $d : [0, 2\pi] \times \mathbb{R}^2 \to \mathbb{R}$, a $L^2$-Carathéodory function and $c \in L^1(0, 2\pi)$ such that, for all $(u, v, w) \in \mathbb{R}^3$ and a.e. $t \in [0, 2\pi]$,

$$|f(t, u, v, w)| \leq d(t, u, v)|w| + c(t).$$

If moreover, there exists $\delta > 0$ such that, for all $u \in \text{dom } L$,

$$\int_0^{2\pi} [u''^2 + b_2u'^2 - b_1u]^2 \geq \delta||u||_{L^2}^2,$$  \hspace{1cm} (3.9)

then the problem

$$u^{(4)} = f(t, u, u', u''),$$

$$u(0) = u(2\pi), \ u'(0) = u'(2\pi), \ u''(0) = u''(2\pi), \ u'''(0) = u'''(2\pi),$$  \hspace{1cm} (3.10)

with

$$f(t, u, u', u'') = (g(t, u, u')u')' + h(t, u, u', u'')u + r(t, u, u', u'')$$  \hspace{1cm} (3.12)

has at least one solution.

As in the previous case we will give some simple hypotheses which ensure that condition (3.9) is satisfied.

**COROLLARY 10.** Assume that $f$ is a $L^1$-Carathéodory function which satisfies (3.12) and (H1) to (H4) of Theorem 9. If moreover there exist $\beta_1, \beta_2 \in \mathbb{R}$ such that, for almost every $t \in [0, 2\pi]$,

$$\beta_2 \leq b_2(t), \ b_1(t) \leq \beta_1,$$

and, for all $k \in \mathbb{N}$, for all $\lambda < 0$,

$$(\beta_1 + \lambda) - (\beta_2 - \lambda)k^2 \neq k^4,$$  \hspace{1cm} (3.13)

then the problem (3.10)-(3.11) has at least one solution.

**REMARK.** We can observe that condition (3.13) is equivalent to: for all $k \in \mathbb{N}$

$$0 \leq k^4 + \beta_2k^2 - \beta_1.$$

4. **NON-SYMMETRIC CASE**

In the previous section, we have assumed that the function $f$ admits a symmetric decomposition of the form (3.3). It does not seem easy to give practical hypothesis which ensure that such a decomposition exists. On the opposite, it is easy to find practical conditions under which $f$ has a decomposition of the form

$$f(t, u, u', u'') = f_2(t, u, u', u'')u'' + f_1(t, u, u', u'')u' + f_0(t, u, u', u'')u + r(t, u, u', u'')$$

with $r$ bounded. For a given function $u$, the operator $v \to f_2(., u(,), u'(,), u''(,))v''$ is not symmetric; that difficulty is dealt with below by treating that operator as a "perturbation" of a linear symmetric operator. For the sake of simplicity, we will assume that $f_1 \equiv 0$, since the presence of the corresponding term introduce only technical difficulties. As in section 3, we will consider separately the case where the function $f$ stays asymptotically between two eigenlines and the case where it stays asymptotically at the left of all eigenlines.
4.1 BETWEEN TWO EIGENLINES

THEOREM 11. Let $f : [0, 2\pi] \times \mathbb{R}^3 \to \mathbb{R} : (t, X) \to f(t, X)$ be measurable in $t \in [0, 2\pi]$ for all $X \in \mathbb{R}^3$ and continuous in $X \in \mathbb{R}^3$ for a.e. $t \in [0, 2\pi]$. Assume that there exists $p, q \in \mathbb{R}$, $a > 0$, $b > 0$, $\alpha, \gamma \in L^1([0, 2\pi], \mathbb{R}^1)$ such that for all $(u, v, w) \in \mathbb{R}^3$ and a.e. $t \in [0, 2\pi]$,

(i) $|f(t, u, v, w) - pu - qw| \leq \alpha(t)|u| + b|w| + \gamma(t)$;

(ii) $\alpha(t) < a$;

(iii) there exists $\xi > b/2$ such that for all $k \in \mathbb{N}$

$$k^4 + qk^2 - p \neq 0, \quad (4.1)$$

$$1 \geq \frac{a}{|k^4 + qk^2 - p|} + \frac{b((k^4/2\xi) + (\xi/2))}{|k^4 + qk^2 - p|}. \quad (4.2)$$

Then, there exists at least one solution $u$ of

$$u''''(0) = u'(2\pi), \quad u''(0) = u'''(2\pi), \quad u''(0) = u'''(2\pi). \quad (4.4)$$

PROOF. Let us show first that $f$ admits a decomposition of the form

$$f(t, u, v, w) = g(t, u, v, w)u + h(t, u, v, w)v + r(t, u, v, w), \quad (4.3)$$

where

$$g(t, u, v, w) \leq \frac{\alpha(t)}{p} u, \quad h(t, u, v, w) \leq \frac{b}{p} \frac{(k^4/2\xi) + (\xi/2)}{|k^4 + qk^2 - p|} v, \quad r(t, u, v, w) \leq \frac{\gamma(t)}{p} w.$$

Let us prove that, for some $\epsilon > 0$, the hypothesis (i) and (ii) of Theorem 2 will be satisfied and, defined in the following way. Let

$$H = H_{2\pi}^2, \quad V = L^1,$$

$$L : \text{dom } L \{ u \in W^{4,1} : u \text{ satisfies (4.4)} \} \to L^1 : u \to u^{(4)},$$

$$A : H_{2\pi}^2 \to L^1 : u \to (p - \alpha(t))u + qu'',$$

$$B : H_{2\pi}^2 \to L^1 : u \to (p + \alpha(t))u + qu'',$$

$$G : H_{2\pi}^2 \to \mathcal{L}(H_{2\pi}^2, L^1) : x \to G(x) \text{ defined by } G(x)u = qu'' + g(t, x, x', x''),$$

$$Q : H_{2\pi}^2 \to L^1 : u \to (h(t, u, u', u'') - q)u'' + r(t, u, u', u'').$$

Let us prove that, for some $\epsilon > 0$, the hypothesis (i) and (ii) of Theorem 2 will be satisfied with

$$\mathcal{D}(u, u) = (\epsilon + \frac{b}{2\xi}) \int_0^{2\pi} u'^2 + (\epsilon + \frac{\xi b}{2}) \int_0^{2\pi} u^2$$

and $\tilde{H}, \tilde{H}$ defined in the following way. Let

$$\bar{K} = \{ k \in \mathbb{N} : k^4 + qk^2 - p < 0 \}, \quad \tilde{K} = \{ k \in \mathbb{N} : k^4 + qk^2 - p > 0 \}$$

and consider the decomposition $H_{2\pi}^2 = H \oplus \tilde{H}$ where

$$\tilde{H} = \{ \bar{u} = \sum_{k \in \bar{K}} (a_k \sin kt + b_k \cos kt) | a_k, b_k \in \mathbb{R} \}$$

$$\tilde{H} = \{ \tilde{u} = \sum_{k \in \tilde{K}} (a_k \sin kt + b_k \cos kt) | a_k, b_k \in \mathbb{R} \}.$$
Let us prove hypothesis (i) of Theorem 2. If \( u \in H^2_{2\pi} \), it can be written under the form

\[
u(t) = \sum_{k=0}^{\infty} (a_k \sin kt + b_k \cos kt).
\]

We then have, for \( u \neq 0 \),

\[
\int_0^{2\pi} [\hat{u}'' + q \hat{u}'' - (p + \alpha(t))\hat{u}] - \int_0^{2\pi} [\hat{u}'' + q \hat{u}'' - (p - \alpha(t))\hat{u}]
\]

\[
> \int_0^{2\pi} [\hat{u}'' + q \hat{u}'' - (p + \alpha(t))\hat{u}] - \int_0^{2\pi} [\hat{u}'' + q \hat{u}'' - (p - \alpha(t))\hat{u}]
\]

\[
> \pi \left[ \sum_{k \in \mathbb{K}} |k^4 + qk^2 - (p + \alpha(t))[a_k^2 + b_k^2] - \sum_{k \in \mathbb{K}} |k^4 + qk^2 - (p - \alpha(t))[a_k^2 + b_k^2] \right]
\]

\[
> \pi \left[ \frac{b}{2\xi} \sum_{k \in \mathbb{K}} k^4(a_k^2 + b_k^2) + \frac{\xi b}{2} \sum_{k \in \mathbb{K}} (a_k^2 + b_k^2) \right]
\]

\[
> \frac{b}{2\xi} \int_0^{2\pi} u'' + \frac{\xi b}{2} \int_0^{2\pi} u^2,
\]

(4.5)

where we have used the hypothesis \( \alpha(t) < a \) and the inequalities

\[
\forall k \in \mathbb{K}, \quad (1 + \frac{b}{2\xi})k^4 + qk^2 - (p - a - \frac{b\xi}{2}) \leq 0,
\]

\[
\forall k \in \mathbb{K}, \quad (1 - \frac{b}{2\xi})k^4 + qk^2 - (p + a + \frac{b\xi}{2}) \geq 0,
\]

which are satisfied if (4.1)-(4.2) are satisfied. Now let us prove that there exists \( \varepsilon > 0 \) such that

\[
\int_0^{2\pi} [\hat{u}'' + q \hat{u}'' - (p + \alpha(t))\hat{u}] - \int_0^{2\pi} [\hat{u}'' + q \hat{u}'' - (p - \alpha(t))\hat{u}]
\]

\[
> \frac{b}{2\xi} \int_0^{2\pi} u'' + \frac{\xi b}{2} \int_0^{2\pi} u^2 + \varepsilon ||u||_{H^2}.
\]

Otherwise, for all \( n \), there exists \( u_n \in H^2_{2\pi} \) with \( ||u_n||_{H^2} = 1 \) and

\[
0 \leq \int_0^{2\pi} [\hat{u}'' + q \hat{u}'' - (p + \alpha(t))\hat{u}] - \int_0^{2\pi} [\hat{u}'' + q \hat{u}'' - (p - \alpha(t))\hat{u}] - \frac{b}{2\xi} \int_0^{2\pi} u'' + \frac{\xi b}{2} \int_0^{2\pi} u^2 < 1/n.
\]

By going if necessary to subsequences, as \( ||u_n||_{H^2} = 1 \), we can assume that \( u_n \) converges weakly in \( H^2 \) and in the \( C^1 \)-norm to some \( u \), \( u_n \) converges to \( \hat{u} \) in the \( H^2 \)-norm and

\[
\lim_{n \to \infty} \left( 1 - \frac{b}{2\xi} \right) \int_0^{2\pi} \hat{u}'' = \int_0^{2\pi} [q \hat{u}'' - (p + \alpha(t))\hat{u}]
\]

\[
+ \int_0^{2\pi} [(1 + \frac{b}{2\xi})u'' + q \hat{u}'' - (p - \alpha(t))\hat{u}^2].
\]

(4.6)

By (4.5), (4.6) and the weak lower semi-continuity of the norm we have \( u \equiv 0 \). Then we know that \( u_n \) converges weakly in \( H^2 \) and in the \( C^1 \)-norm to 0 and that \( \hat{u}_n \) converges to 0 in the \( H^2 \)-norm. By (4.6), we see that \( \hat{u}_n'' \) converges to 0 in the \( L^2 \)-norm and then we have that \( u_n \) converges to 0 in the \( H^2 \)-norm, which contradicts the fact that \( ||u_n||_{H^2} = 1 \). Consequently, hypothesis (i) of Theorem 2 is satisfied.

Now we will prove hypothesis (ii) of Theorem 2 i.e. there exists \( R > 0 \) such that for all \( u = \hat{u} + \tilde{u} \) with \( \tilde{u} \in \tilde{H} \), \( \hat{u} \in \hat{H} \) and \( ||u||_{H^2} > R \) we have

\[
\int_0^{2\pi} [(h(t, u, u', u'') - q)u'' + r(t, u, u', u'')](\tilde{u} - \hat{u}) < \left( \frac{b}{2\xi} + \varepsilon \right) \int_0^{2\pi} u'' + \left( \frac{\xi b}{2} + \varepsilon \right) \int_0^{2\pi} u^2.
\]

In fact, we have, for some constant \( c > 0 \),

\[
\int_0^{2\pi} (h(t, u, u', u'') - q)u''(\tilde{u} - \hat{u}) + \int_0^{2\pi} r(t, u, u', u'')(\tilde{u} - \hat{u})
\]

\[
\leq \int_0^{2\pi} b||u''||\hat{u} - \tilde{u}|| + \int_0^{2\pi} \gamma(t)||\hat{u} - \tilde{u}||
\]

\[
\leq \frac{b}{2\xi} \int_0^{2\pi} u'' + \frac{\xi b}{2} \int_0^{2\pi} u^2 + c||u||_{L^2}||u||_{H^2}
\]

\[
< \frac{b}{2\xi} \int_0^{2\pi} u'' + \frac{\xi b}{2} \int_0^{2\pi} u^2 + \varepsilon ||u||_{H^2}^2.
\]
for $|u|_{H^2} \geq R$, with $R$ big enough.

So we can apply Theorem 2.

**REMARK.** 1) In the case where $a \equiv 0$, the result is still true provided that we replace (4.2) by a strict inequality.

2) In the case where $b = 0$, we obtain the same conditions as in the symmetric case.

3) As the following example shows, the above result is not contained in the results of Del Pino-Manasevich [5]. Consider the case where $p = -2, q = -4, a = 13/15$ and $b \in ]1/15, 2/15]$. The existence of a solution can be proven by our theorem with $\xi = 1$, whereas the results of Del Pino-Manasevich do not apply in that case.

### 4.2 AT THE LEFT OF ALL EIGENLINES

In this subsection, we come back to the situation where the nonlinearity can be considered to be asymptotically “at the left of all eigenlines”, leading to one-sided existence conditions. We consider two different situations, depending on the regularity of the limiting functions.

**THEOREM 12.** Let $f : [0, 2\pi] \times \mathbb{R}^3 \to \mathbb{R}$ be a function which satisfies hypothesis (H4) of Theorem 9. Assume that there exists $a \in \mathbb{R}, b > 0, q \in \mathbb{R}, a, \gamma \in L^1((0, 2\pi), \mathbb{R}^+)$ such that for all $(u, v, w) \in \mathbb{R}^3$ and a.e. $t \in [0, 2\pi]$,

\begin{align*}
(i) \quad (f(t, u, v, w) - qw)u & \leq \alpha(t)u^2 + b|uw| + \gamma(t)|u|; \\
(ii) \quad \alpha(t) & < a; \\
(iii) \quad \text{there exists } \xi > b/2 \text{ such that for all } k \in \mathbb{N} \\
& \quad k^4 + qk^2 \geq a + b \left(\frac{k^4}{2\xi} + \frac{\xi}{2}\right).
\end{align*}

Then, there exists at least one solution $u$ of (4.3)-(4.4).

**PROOF.** We apply Theorem 4 with $H = X = H^2_{2\pi}, V = L^1$,

\begin{align*}
L & : \text{dom } L = \{u \in W^{4,1} : u \text{satisfies (4.4)} \} \to L^1 : u \mapsto u^{(4)}, \\
B & : H^2_{2\pi} \to L^1 : u \mapsto \alpha(t)u + qu'', \\
G & : H^2_{2\pi} \to L^1 : u \mapsto \alpha(t)u + qu'', \\
Q & : H^2_{2\pi} \to L^1 : u \mapsto f(t, u, u', u'') - [\alpha(t)u + qu''].
\end{align*}

The proof follows by arguments similar to those of Theorem 11.

A slightly different result can be obtained, assuming more regularity on $\beta$.

**THEOREM 13.** Let $f : [0, 2\pi] \times \mathbb{R}^3 \to \mathbb{R}$ be a function which satisfies hypothesis (H4) of Theorem 9. Assume that there exist $q, a, \alpha, \gamma \in L^1((0, 2\pi), \mathbb{R}^+), \beta \in C^2(0, 2\pi)$ such that $\beta(0) = \beta(2\pi), \beta'(0) = \beta'(2\pi)$ and for all $(u, v, w) \in \mathbb{R}^3$ and a.e. $t \in [0, 2\pi]$,

\begin{align*}
(i) \quad (f(t, u, v, w) - qw)u & \leq \alpha(t)u^2 + \beta(t)uw + \gamma(t)|u|; \\
(ii) \quad \alpha(t) & < a, \beta(t) \geq 0, \beta''(t) \leq r; \\
(iii) \quad \text{for all } k \in \mathbb{N} \\
& \quad \alpha(t) + \gamma(t)k^4 + qk^2 \geq a + r/2 > 0.
\end{align*}

Then, there exists at least one solution $u$ of (4.3)-(4.4).

**PROOF.** We apply Theorem 4 with $H = X = H^2_{2\pi}, V = L^1$,

\begin{align*}
L & : \text{dom } L = \{u \in W^{4,1} : u \text{satisfies (4.4)} \} \to L^1 : u \mapsto u^{(4)}, \\
B & : H^2_{2\pi} \to L^1 : u \mapsto \alpha(t)u + (\beta(t) + q)u'', \\
G & : H^2_{2\pi} \to L^1 : u \mapsto f(t, u, u', u'') - \gamma(t)\text{sgn } u, \\
Q & : H^2_{2\pi} \to L^1 : u \mapsto \gamma(t)\text{sgn } u.
\end{align*}

The only significant difference in the proof of this theorem is the way the inequality

$$
\int_0^{2\pi} [u^{(4)} - \alpha(t)u - (\beta(t) + q)u'']u > 0
$$

is handled.
is obtained. In this case, we use integration by parts. We obtain, for \( u \neq 0 \),
\[
\int_0^{2\pi} \left[ u^{(4)} - \alpha(t)u - (\beta(t) + q)u'' \right]u = \int_0^{2\pi} \left[ u''^2 + q u'^2 - \alpha(t)u^2 - \beta(t)uu'' \right]u \\
> \int_0^{2\pi} \left[ u''^2 + q u'^2 - a u^2 + \beta(t)u^2 - \beta''(t)\frac{u'^2}{2} \right]u \\
> \int_0^{2\pi} \left[ u''^2 + q u'^2 - (a + \frac{r}{2})u^2 \right]
\]
which, by (iii), proves the required inequality.

5. EXTENSIONS

1) We can generalize Theorems 6 and 9 to the problem

\[
(pu'')'' = f(t, u, u', u'', u'''),
\]
\[
u(0) = u(2\pi), \quad u'(0) = u'(2\pi),
\]
\[
(pu'')(0) = (pu')(2\pi), \quad (pu''(0)) = (pu')(2\pi),
\]
where \( p \in W^{2,1}(0, 2\pi) \) is such that \( p(t) > 0 \) in \( [0, 2\pi] \).

2) We can improve Theorem 11 by introducing in \( f \) a linear dependence in \( u' \). We obtain for example the following result:

**THEOREM 14.** Let \( f : [0, 2\pi] \times \mathbb{R} \to \mathbb{R} \) be a \( L^1 \)-Carathéodory function. Assume that there exist \( p, q, r \in \mathbb{R} \), \( a > 0, \ b, c \geq 0, \ \alpha, \delta \in L^1 \) such that

(i) \( |f(t, u, v) - pu - r v - q u| \leq \alpha(t)|u| + b|v| + c|w| + \delta(t); \)

(ii) \( \alpha(t) < a; \)

(iii) there exist \( \eta > c/2, \xi > 0 \) such that for all \( k \in \mathbb{N} \)

\[
k^4 + q k^2 - p \neq 0, \\
1 \geq \frac{c(k^2 + \frac{q}{2}) + b(\frac{k^2}{2} + \frac{q}{2}) + a}{|k^4 + q k^2 - p|}.
\]

Then, the problem (4.3)-(4.4) has at least one solution.

3) We can consider, in a similar way, other boundary conditions as, for example,

\[
u(0) = u(\pi) = 0 = u'(0) = u'(\pi); \\
u(0) = u(\pi) = 0 = u''(0) = u''(\pi); \\
u'(0) = u'(\pi) = 0 = u'''(0) = u'''(\pi); \\
u(0) = u'(1) = 0 = u''(0) = u''(1); \\
u(0) = u(\pi) = 0 = u'(0) = u'(\pi); \\
\ldots
\]

4) We can improve the abstract Theorem 2 in the following way. We do not need to assume that the operators \( L, A, B \) and the operators of \( \mathcal{F}(X, V) \) are symmetric but only that they satisfy for all \( u, v \in X \cap H \)

\[
\langle Lu, Pv \rangle = \langle Lv, Pu \rangle, \quad \langle Au, Pv \rangle = \langle Av, Pu \rangle \\
\langle Bu, Pv \rangle = \langle Bv, Pu \rangle, \quad \langle Su, Pv \rangle = \langle Sv, Pu \rangle
\]

for some continuous linear operator \( P : H \to V' \). Then we define \( \tilde{A} \) by \( \tilde{A}(u, v) = \langle Au, Pv \rangle \); the other bilinear forms are defined in a similar way. The inequality (2.2) will be replaced by

\[
\langle Q(\tilde{u} + \tilde{u}), \tilde{P}u - \tilde{P}u \rangle < D(\tilde{u} + \tilde{u}, \tilde{u} + \tilde{u})
\]

When we study the problem (1.3)-(1.4) on \( H^2 \cap H^1_0 \), we can obtain existence results by using this approach with \( Pu = -u'' \). This is due to the fact that on \( H^2 \cap H^1_0 \), the kernel of \( P \) reduces to \( \{0\} \). Unfortunately, this is not the case for the periodic problem. Still, the same idea can be used, but with the more complicated operator \( Pu = -u'' + m u \) on \( H^2_\pi \), with \( m > 0 \). This leads to

\[
\langle Q(\tilde{u} + \tilde{u}), \tilde{P}u - \tilde{P}u \rangle < D(\tilde{u} + \tilde{u}, \tilde{u} + \tilde{u})
\]
THEOREM 15. Let $f : [0, 2\pi] \times \mathbb{R}^3 \rightarrow \mathbb{R}$ be measurable in $t \in [0, 2\pi]$ for all $X \in \mathbb{R}^3$ and continuous in $X \in \mathbb{R}^3$ for a.e. $t \in [0, 2\pi]$. Assume that there exist $p, q \in \mathbb{R}$, $a > 0$, $b > 0$, $\alpha, \beta, \gamma \in L^1([0, 2\pi], \mathbb{R}^1)$ such that for all $(u, v, w) \in \mathbb{R}^3$ and a.e. $t \in [0, 2\pi]$.

(i) $|f(t, u, v, w) - pu - qw| \leq \alpha(t)|u| + \beta(t)|w| + \gamma(t)$;

(ii) $\alpha(t) < a, \beta(t) < b$;

(iii) there exist $\eta, \xi \in \mathbb{R}$, $m > 0$ such that for all $k \in \mathbb{N}$

$$k^4 + qk^2 - p \neq 0,$$

$$1 \geq \frac{a(k^4 + \frac{\xi}{2} + m) + b(k^4 + m\frac{k^4 - 2\eta}{k^2} + \eta k^2)}{(k^2 + m)(k^2 + qk^2 - p)}.$$ 

Then the problem (4.3)-(4.4) has at least one solution.

Moreover, as we are working in $H^2_2\pi$ we can introduce in $f$ a linear dependence in $u'''$.  

5) Finally the ideas developed in this work can be used to study other boundary value problems. For example, the idea of Theorem 6 can be applied to the problem

$$-u'''' = f(t, u, u', u'', u''', u'''),$$

$$u'(0) = u'\pi) = u(3)(0) = u(3)(\pi) = u(5)(0) = u(5)(\pi) = 0,$$

with a function $f$ of the form

$$f(t, u, u', u'', u''', u''') = (g_2(t, u)u''') - (g_1(t, u)u')' + g_0(t, u)u + q(t, u),$$

whereas the idea of Theorem 12 can be applied to the third order boundary value problem

$$u''' = f(t, u, u', u''),$$

$$u(0) = u(2\pi), u'(0) = u'(2\pi), u''(0) = u''(2\pi).$$
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