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ABSTRACT. The present paper, which is a continuation of our earlier work in Annali di Mathematica [1] and Journal Math. Seminar [2] (BYEVPPIA), University of Athens, Greece, deals with the problem of determining sufficiency conditions for the non-vanishing of generalized polars (with a vanishing or nonvanishing weight) of the product of abstract homogeneous polynomials in the general case when the factor polynomials have been preassigned independent locations for their respective null-sets. Our main theorems here fully answer this general problem and include in them, as special cases, all the results on the topic known to date and established by Khan, Marden and Zaheer (see Pacific J. Math. 74 (1978), 2, pp. 535-557, and the papers cited above). Besides, one of the main theorems leads to an improved version of Marden’s general theorem on critical points of rational functions of the form \( f_1 f_2 \ldots f_p / f_{p+1} \ldots f_q \), \( f_i \) being complex-valued polynomials of degree \( n_i \).
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1. INTRODUCTION.

A few years ago, the concept of generalized polars of the product of abstract homogeneous polynomials (a.h.p.) was introduced by Marden [3] while in his attempt to generalize to vector spaces a theorem due to Böcher [4]. His formulation involves the use of hermitian cones [5], a concept which was first used by Hörmander [6] in obtaining a vector space analogue of Laguerre’s theorem on polar-derivatives [7] and, later, employed by Marden [3], [8], in the theory of composite a.h.p.’s. In all these areas the role of the class of hermitian cones has been replaced by a strictly larger class of the so-called circular cones. This was successfully done by Zaheer [9], [10], [11] and [5] in presenting a more general and compact theory which incorporates into it the various independent studies made by Hormander, Marden and Zervos. A complete account of the work to date on generalized polars, which fall in the category of composite a.h.p.’s in the wider sense of the definition of the latter now in use (cf. [5], [12], [13], [14]) can be found in the papers due to Marden [3], Zaheer [5], and
the authors [1], [2]. Generalized polars with a vanishing weight as well as the ones with a non-vanishing weight have been considered in the first two papers, while the third (resp. the fourth) deals exclusively with the ones having a vanishing (resp. a non-vanishing) weight. But all have a common feature that the factor polynomials involved in the generalized polar of the product have been divided into two or three groups, each of which is preassigned a circular cone containing the null-sets of all polynomials belonging to that group. Our aim here is to consider generalized polars with a vanishing or a non-vanishing weight where, in general, no two factor polynomials are necessarily required to have the same circular cone in which their null-sets must lie. In fact, we take up the general problem of determining sufficiency conditions for the non-vanishing of generalized polar (with a vanishing or a non-vanishing weight) where the factor polynomials have been preassigned mutually independent locations for their respective null-sets. Our main theorems fully answer this general problem and include in them, as special cases, all the corresponding results on the topic known to date and established in Marden [3], Zaheer [5] and the authors [1], [2]. One of the main theorems of this paper leads to a slightly improved form of Marden's general theorem on critical points of rational functions [7].

2. PRELIMINARIES.

Throughout we let $E$ and $V$ denote vector spaces over a field $K$ of characteristic zero. A mapping $P : E \rightarrow V$ is called (cf. [6], [15], [16], and [9]) a vector-valued a.h.p. of degree $n$ if (for each $x, y \in E$)

$$P(sx + ty) = \sum_{k=0}^{n} A_k(x, y) s^{n-k} t^k$$

$$V, s, t \in K,$$

where the coefficients $A_k(x, y) \in V$ depend only on $x$ and $y$. We shall call $P$ an a. h. p. (resp. an algebra-valued a. h. p.) if $V$ is taken as $K$ (resp. an algebra). We denote by $P_n^*$ the class of all vector-valued a.h.p.'s of degree $n$ from $E$ to $V$ (even if $V$ is an algebra) and by $P_n$ the class of all a.h.p's of degree $n$ from $E$ to $K$. The $n$th polar of $P$ is the unique symmetric n-linear form $P(x_1, x_2, \ldots, x_n)$ from $E^n$ to $V$ such that $P(x, x, \ldots, x) = P(x)$ for all $x \in E$ (Hormander [6] and Hille and Phillips [15] for its existence and uniqueness). The $k$th polar of $P$, for given $x_1, x_2, \ldots, x_k$ in $E$, is defined by

$$P(x_1, x_2, \ldots, x_k, x) = P(x_1, \ldots, x_k, x, \ldots, x).$$

The following material is borrowed from Zaheer [17], [1] and [2].

Given $m_k \in K$ and $P_k \in P_n^*$ $(k = 1, 2, \ldots, q)$, we write

$$Q(x) = P_1(x)P_2(x)\ldots P_q(x),$$

$$Q_k(x) = P_1(x)\ldots P_{k-1}(x)P_{k+1}(x)\ldots P_q(x),$$

and

$$\Phi(Q; x_1, x) = \sum_{k=1}^{q} m_k Q_k(x) P_k(x_1, x) \quad V x, x_1 \in E.$$
and define $\mathcal{Q}(\mathbf{x}; x_1, x)$ as an algebra-valued generalized polar of the product $Q(x)$ [5]. The scalar $\sum_{k=1}^{q} m_k$ is called its weight. The term 'generalized polar' will be used in special reference to the case when $V = K$, so as to conform with the existing terminology [5]. As in Hille and Phillips [15], if $n = n_1 + n_2 + \ldots + n_q$, we recall that $Q \in P_n^*$, $Q_k \in P_{n-n_k}$, and $P_k(x_1, x)$ is an algebra-valued a.h.p. of degree $n_k - 1$ in $x$ and of degree $1$ in $x_k$, $1 \leq k \leq q$. Therefore, $\mathcal{Q}(\mathbf{x}; x_1, x)$ is an algebra-valued a.h.p. of degree $n-1$ in $x$ and of degree $1$ in $x_1$.

Given a nontrivial scalar homomorphism $L: V \rightarrow K$ [18] and [1] and a polynomial $P \in P_n^*$, we define the mapping $LP : E \rightarrow K$ by

$$\text{(LP)}(x) = L(P(x)) \quad \forall x \in E.$$ (2.4)

Obviously, $LP \in P_n^*$. In the notations of (2.1) and (2.2) the product of the polynomials $LP_k \in P_{n_k}$ is given by $LQ$ and the corresponding partial product $(LQ)_k$ (achieved by deleting the $k$th factor in the expression for $LQ$) is given by $LQ_k$. This immediately leads to the following

REMARK 2.1. The algebra-valued generalized polar $\mathcal{Q}(\mathbf{x}; x_1, x)$ of the product $Q(x)$ and the generalized polar $\mathcal{Q}(LQ; x_1, x)$ of the corresponding product $(LQ)(x)$, with the same $m_k$'s satisfy the relation

$$L(\mathcal{Q}(\mathbf{x}; x_1, x)) = \mathcal{Q}(LP; x_1, x)$$

for every nontrivial scalar homomorphism $L$ on $V$.

If $K$ is an algebraically closed field of characteristic zero, then we know [19] and [20] that $K$ must contain a maximal ordered subfield $K_0$ such that $K = K_0(i)$, where $-i^2$ is the unity element in $K$. For any element $z = a + ib \in K$ ($a, b \in K_0$) we define $\bar{z} = a - ib$, $\text{Re}(z) = (z + \bar{z})/2$, and $|z| = (a^2 + b^2)^{1/2}$ in analogy with the complex plane. We denote by $K_0$ the projective field [5] and [21] achieved by adjoining to $K$ an element $\infty$ having the properties of infinity, and, by $D(K_0)$, the class of all generalized circular regions (g.c.r.) of $K_0$. The notions of $K_0$-convex subsets of $K$ and of $D(K_0)$ are due to Zervos [21], but the definitions and a brief account of relevant details can be found in [5]. For special emphasis in the field $C$ of complex numbers, we state the following characterization of $D(C_u)$: The nontrivial g.c.r.'s of $C_u$ are the open interior (or exterior) of circles or the open half-planes, adjointed with a connected subset (possibly empty) of their boundary. The g.c.r.'s of $C_u$, with all or no boundary points included, are termed as (classical) circular regions (c. r.) of $C_u$.

In vector space $E$ over an algebraically closed field $K$ of characteristic zero, the terms 'nucleus', 'circular mapping' and 'circular cone' are due to Zaheer [5]. Given a nucleus $N$ of $E^2$ and a circular mapping $G : N \subset D(K_0)$, we define the circular cone $E_0(N, G)$ by

$$E_0(N, G) = \bigcup_{(x, y) \subseteq N} T_G(x, y),$$
where
\[ T_G(x,y) = \{sx + ty \neq o \mid s,t \in K; s/t \in G(x,y)\}. \tag{2.5} \]

**REMARK 2.2.**

(I) [1]. If \( G \) is a mapping from \( N \) into the class of all subsets of \( K \) (so that \( G(x,y) \) may not necessarily be a g.c.r.), the resulting set \( E_0(N,G) \) will be termed only a **cone** in \( E \).

(II) If \( \dim E = 2 \), then [10] every circular cone \( E_0(N,G) \) is of the form
\[ E_0(N,G) = \{sx_o + ty_o \neq o \mid s,t \in K; s/t \in A\} \]
for some \( A \in D(K) \), where \( x_o, y_o \) are any two linearly independent elements of \( E \), with \( N = \{(x_o, y_o)\} \) and \( G(x_o, y_o) = A \).

(III) We remark [5] that any two (and, hence, any finite number of) circular cones can always be expressed relative to an arbitrarily selected common nucleus.

3. THE CENTRAL THEOREM.

Unless mentioned otherwise, \( K \) denotes an algebraically closed field of characteristic zero, \( E \) a vector space over \( K \), and \( V \) an algebra with identity over \( K \). The field of complex numbers is denoted by \( C \). We denote by \( L[x,y] \) the the subspace of \( E \) generated by elements \( x \) and \( y \) of \( E \), and by \( L^2[x,y] \) the set product \( L[x,y] \times L[x,y] \) (i.e. the set of all ordered pairs of elements from \( L[x,y] \)).

In this section we establish the central theorem of this paper, which gives sufficiency conditions for the non-vanishing of generalized polars having a vanishing or a non-vanishing weight and which answers the general problem mentioned in the introduction. Apart from deducing the main theorems of the authors proved earlier in [1] and [2] the present theorem applies in the complex plane to yield an improved form of a general theorem due to Marden [7]. In the following theorem we take, without loss of generality (cf. Remark 2.2 (III)), circular cones with a common nucleus. Consistently, we shall denote by \( Z_p(x,y) \) the null-set of an a.h.p. \( P \) (with respect to given elements \( x,y \in E \), defined by
\[ Z_p(x,y) = \{sx + ty \neq o \mid s,t \in K; P(sx + ty) = 0\}. \]

**THEOREM 3.1.** For \( k = 1,2,\ldots, q \), let \( P_k \in P \) and \( E_0^{(k)} \equiv E_0(N,G^{(k)}) \) be circular cones in \( E \) such that \( Z_{P_k}(x,y) \subseteq T_{C_k}(x,y) \) for all \( (x,y) \in N \) and for all \( k \). If \( \hat{P}(Q;X_1,x) \) is the generalized polar of the product \( Q(x) \) (cf. (2.1)-(2.3)) with \( m_k > 0 \) for \( k \leq p < q \) and \( m_k < 0 \) for \( k > p \), then \( \hat{P}(Q;X_1,x) \neq 0 \) for all linearly independent elements \( x_1 \) of \( E \) such that \( x_1 \in E - \bigcup_{k=1}^{q} E_0^{(k)} \) and \( x \in E - \bigcup_{k=1}^{q} E_0^{(k)} \cup T_{S}(x_o,y_o) \), where \( (x_o,y_o) \) is the unique element in \( N \cap L[x_1, x_1] \), \( x_1 = \gamma x_o + \delta y_o \) and...
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\[ S(x_0,y_0) = \{ \rho \in \mathbb{K} \mid \sum_{k=1}^{q} m_k/(\rho - \rho_k) = (\sum_{k=1}^{q} m_k)/(\rho - \gamma/\delta); \rho_k \in G_k(x_0,y_0) \}. \]

REMARK. Let us note that \( \rho = \omega \) must belong to \( S(x_0,y_0) \) in the case when \( \gamma/\delta \neq \omega \) and \( \omega \notin \bigcup_{k} G_k(x_0,y_0) \). Also the hypothesis \( x_1 \notin \bigcup_{k} G_k(x_0,y_0) \) is necessary. For, otherwise, \( S(x_0,y_0) \) would be all of \( \mathbb{K} \) and the theorem would become uninteresting.

PROOF. Let \( x,x_1 \) be linearly independent elements of \( E \) such that \( x \notin \bigcup_{k} G_k(x_0,y_0) \) and \( x \notin \bigcup_{k} G_k(x_0,y_0) \), where \( (x_0,y_0) \) is the unique element in \( N \cap \{x,x_1\} \) (cf. definition of nucleus \([5]\)). Then there exists a unique set of scalars \( \alpha,\beta,\gamma,\delta \) (with \( \alpha \delta - \beta \gamma \neq 0 \)) such that \( x = \alpha x_0 + \beta y_0 \) and \( x_1 = \gamma x_0 + \delta y_0 \).

Obviously, the choice of \( x \) implies that \( \alpha/\beta \notin \bigcup_{k} G_k(x_0,y_0) \) \( \cup S(x_0,y_0) \) and \( x \notin \bigcup_{k} G_k(x_0,y_0) \), due to the notation in (2.5). We claim that \( \alpha/\beta \neq \omega \). This is trivial when \( \gamma/\delta = \omega \) (since \( \delta = \alpha \) and \( \alpha \delta - \beta \gamma \neq 0 \)). It is obvious also when \( \gamma/\delta \neq \omega \) and \( \omega \) belongs to \( \bigcup_{k} G_k(x_0,y_0) \). However, in case \( \gamma/\delta \neq \omega \) and \( \omega \notin \bigcup_{k} G_k(x_0,y_0) \), the definition of \( S(x_0,y_0) \) says that \( \omega \) must belong to \( S(x_0,y_0) \). So that \( \alpha/\beta \neq \omega \) in all cases.

The fact that \( K \) is algebraically closed allows us to write, for each \( k = 1,2,\ldots,q \),

\[ P_k(sx + tx_1) = \prod_{j=1}^{n_k} (\delta_{jk}^k s - \gamma_{jk}^k). \]

Since \( P_k(x) = \prod_{j=1}^{n_k} \delta_{jk} \neq 0 \) for all \( k \), we have that for each \( k \) \( (1 \leq k \leq q) \) \( \delta_{jk} \neq 0 \) for all \( j = 1,2,\ldots,n_k \). If we set \( \rho_{jk} = \gamma_{jk}/\delta_{jk} \) then, using the same technique as in the beginning of the proof of Theorem 2.5 due to Zaheer \([5]\), we conclude that

\[ \rho_{jk} \in U(G_k(x_0,y_0)) \text{ for } j = 1,2,\ldots,n_k, \quad 1 \leq k \leq q \] (3.1)

and, further, that \( U(G_k(x_0,y_0)) \) are \( K \)-convex g.c.r.'s of \( K \), where \( U \) is the homographic transformation \([21]\) of \( K \) given by \( U(\rho) = (\delta \rho - \gamma)/(-\beta \rho + \alpha) \). Therefore, (3.1) and the \( K \)-convexity of \( U(G_k(x_0,y_0)) \) give

\[ u_k(s) = \sum_{j=1}^{n_k} (1/n_k) \rho_{jk} \in U(G_k(x_0,y_0)) \text{ for } k = 1,2,\ldots,q. \] (3.2)

This implies that there exist elements \( \rho_k \in G_k(x_0,y_0) \) such that

\[ u_k = U(\rho_k) = (\delta \rho_k - \gamma)/(-\beta \rho_k + \alpha) \neq \omega \text{ for } k = 1,2,\ldots,q. \] (3.3)

Let us write

\[ v_k = m_k u_k = \sum_{j=1}^{n_k} (m_k/n_k) \rho_{jk} \quad \forall \; k = 1,2,\ldots,q. \] (3.4)

We now claim that \( v_1 + v_2 + \ldots + v_q \neq 0 \). First we notice that the \( v_k \)'s cannot vanish simultaneously. For, otherwise, \( \gamma/\delta \) would belong to all the g.c.r.'s \( G_k(x_0,y_0) \).
for $k=1,2,\ldots,q$, which in turn would imply that

$$x_1 = \gamma x_o + \delta y_o \in \bigcap_{k=1}^q T_{x_o,y_o} \subset \bigcap_{k=1}^q g^{(k)}_o.$$  

This contradicts the fact that $x_1 \notin \bigcap_{k=1}^q g^{(k)}_o$. Therefore, in order to establish the said claim, it remains only to deal with the case when at least any two of the $\nu_k$'s do not vanish (since the claim is obvious otherwise). Now, with this assumption, suppose on the contrary that $\nu_1 + \nu_2 + \cdots + \nu_q = 0$. Then equations (3.3) and (3.4) would imply that

$$\sum_{k=1}^q m_k(\delta \rho_k - \gamma)/(-\beta \rho_k + \alpha) = 0.$$  

Since $\alpha/\beta \neq \omega$, we see that $\beta \neq 0$ and, consequently, the last equation can be written as

$$\sum_{k=1}^q m_k[-\delta/\beta + ((\alpha \delta/\beta) - \gamma)/(-\beta \rho_k + \alpha)] = 0.$$  

Therefore,

$$(\Delta/\beta) \sum_{k=1}^q m_k/(-\beta \rho_k + \alpha) = (\delta/\beta) \sum_{k=1}^q m_k,$$

where $\Delta = \alpha \delta - \beta \gamma \neq 0$. Or,

$$\sum_{k=1}^q m_k/(\alpha/\beta - \rho_k) = \frac{\delta}{\alpha \delta - \beta \gamma} \left( \sum_{k=1}^q m_k \right) = \frac{\delta}{\delta(\alpha/\beta - \gamma)} \left( \sum_{k=1}^q m_k \right).$$

That is, irrespective of whether $\delta = 0$ or $\delta \neq 0$, we get

$$\sum_{k=1}^q m_k/(\alpha/\beta - \rho_k) = (\sum_{k=1}^q m_k)/(\alpha/\beta - \gamma/\delta),$$

where $\rho_k \in G_k(x_o,y_o)$ for $k=1,2,\ldots,q$, $(x_o,y_o) \in \mathbb{N} \cap l^2[x,x_1]$ and $x_1 = \gamma x_o + \delta y_o$. This implies that $\alpha/\beta \in S(x_o,y_o)$ and, hence, that $x = \alpha x_o + \beta y_o \in T_S(x_o,y_o)$, contradicting the choice of $x$ already made. Therefore $\nu_1 + \nu_2 + \cdots + \nu_q \neq 0$. But we know ([5] or [3]) that

$$\sharp(Q; x_1, x) = \left[ \sum_{k=1}^q \frac{n_k}{\sum_{k=1}^q (m_k/n_k) \rho_{jk}} \right] \prod_{k=1}^q \pi_k(x) \prod_{k=1}^q \pi_k(x)$$

$$= \left( \sum_{k=1}^q \nu_k \right) \prod_{k=1}^q \pi_k(x)$$

(due to (3.4)).

Since $\pi_k(x) \neq 0$ for all $k$ and since $\nu_1 + \cdots + \nu_q \neq 0$, the proof is complete.

If we take $\sum_{k=1}^q m_k = 0$ in the above theorem, the set $S(x_o,y_o)$ remains unchanged when $x_1$ varies freely in $l[x_o,y_o]$ subject to the condition that $x_1 \notin \bigcap_{k=1}^q g^{(k)}_o$.  

In order to get a simpler and more interesting version in which \( x_1 \) varies freely over all of \( E \) it is desirable to further assume that \( \bigwedge_{k=1}^{n} E^{(k)}_o = \emptyset \). We do precisely this to obtain the following theorem which deals exclusively with generalized polars having a vanishing weight.

**Theorem 3.2.** Under the notations and hypotheses of Theorem 3.1 if we assume that 
\[
\bigwedge_{k=1}^{n} E^{(k)}_o = \emptyset \quad \text{and} \quad \sum_{k=1}^{q} m_k = 0,
\]
then \( \langle Q; x_1, x \rangle \neq 0 \) for all linearly independent elements \( x, x_1 \) of \( E \) such that \( x \in E - u \) \( E^{(k)}_o \), where \( E^{(q+1)}_o = E_o(N, G^{q+1}) \) is the cone defined by
\[
G^{q+1}(x_o, y_o) = \{ \rho \in \mathbb{K}; \sum_{k=1}^{q+1} m_k/(\rho - \rho_k) = 0; \rho_k \in G^{(k)}(x_o, y_o) \}
\]
for all \( (x_o, y_o) \in N \).

**Proof.** If \( x, x_1 \) are any linearly independent elements such that \( x_1 \in E \) and \( x \notin G^{q+1} E^{(k)}_o \), then there exists a unique element \( (x_o, y_o) \in N \cap \varnothing \) such that \( x_1 = y x_o + \delta y_o \) and, in the present set up, \( S(x_o, y_o) = G^{q+1}(x_o, y_o) \) (since \( \sum_{k=1}^{q} m_k = 0 \)). That is, \( x_1 \notin q^{(k)} E^{(k)}_o = \emptyset \) and \( x \notin \{ u \cup q^{(k)} E^{(k)}_o \} \cup S(x_o, y_o) \). Now the proof follows from Theorem 3.1.

As application of Theorem 3.1 in the complex plane we prove the following corollary which, apart from generalizing the two-circle theorem and the cross-ratio theorem of Walsh [22] (cf. also [7], Theorems 20, 1 and 22, 21, improves upon Marden's general theorem on critical points of rational functions ([7] or [23] and [24]). In the following, \( Z(f) \) denotes the set of all zeros of \( f \).

**Corollary 3.3.** For each \( k = 0, 1, \ldots, p \), let \( f_k(z) \) be a polynomial (from \( C \) to \( C \)) of degree \( n_k \). If \( C_k \in D(C) \) such that \( Z(f_k) \subseteq C_k \) for \( k = 0, 1, \ldots, p \) and if \( \omega \notin \bigcap_{k=0}^{p} C_k \), then every finite zero of the derivative of the rational function
\[
f(z) = \frac{f_0(z)f_1(z)\cdots f_p(z)}{f_{q+1}(z)f_{q+2}(z)\cdots f_p(z)} \quad (q < p)
\]
lies in \( \cup_{k=0}^{p+1} C_k \), where
\[
C_{p+1} = \{ \rho \in \mathbb{C}; \sum_{k=0}^{p} m_k/(\rho - \rho_k) = 0; \rho_k \in C_k \}
\]
and \( m_k = n_k \) or \( -n_k \) according as \( k \leq q \) or \( k > q \).

**Proof.** In view of Remark 2.2 (II), the sets
\[
E^{(k)}_o = E^{(k)}_o(N, G_k) = \{ x \in t y_o \neq 0; s, t \in C_k; s/t \in C_k \}, \quad 0 \leq k \leq p,
\]
where \( x = (1, 0), \ y_o = (0, 1), \ N = \{ (x, y_o) \} \) and \( G(x, y_o) = C_k \), are circular cones in \( C^2 \) such that \( x = (1, 0) \in \bigcap_{k=0}^{p} E^{(k)}_o \). Letting \( f_k(z) = \sum_{j=0}^{n_k} a_j z^j \), \( 0 \leq k \leq p \), we
define the mappings \( P_k : \mathbb{C} \rightarrow \mathbb{C} \)

\[
P_k(x) = P_k(sx + ty) = \sum_{j=0}^{n_k} a_j \frac{s^j}{t^{n_k-j}} \quad \forall \ x = (s,t) \in \mathbb{C}^2.
\]

Then \( P_k \) is an a.h.p. of degree \( n_k \) from \( \mathbb{C}^2 \) to \( \mathbb{C} \) such that

\[
Z_k(x_0, y_0) \subseteq T_k(x_0, y_0) \quad \text{for} \ k = 0, 1, \ldots, p.
\]

This is so because

\[
P_k(x) \equiv P_k(sx + ty) = t^{n_k} f_k(s/t) \quad \forall \ x = (s,t) \neq 0 \quad (3.7)
\]

and because \( Z(f_k) \subseteq C_k = T_k(x_0, y_0) \). Now we consider the generalized polar \( \varphi(Q; x_1, x) \)

of the product \( Q(x) \) of these a.h.p.'s, with \( m_k = n_k \) or \( -n_k \) according as \( k \leq q \) or \( k > q \). If we take \( x_1 = x_0 = (1,0) \) (so that \( s_1 = 1 \) and \( t_1 = 0 \)), we see as in [5], that

\[
P_k(x_0, x) = (1/n_k) \delta_{p_k} \delta s = (1/n_k) t^{n_k} f_k(s/t) \quad (3.8)
\]

for \( k = 0, 1, \ldots, p \). If we set \( n_0 + n_1 + \ldots + n_p + 1 = m \) and define

\[F_k(z) = f_0(z)f_1(z) \ldots f_{k-1}(z)f_k'(z)f_k+1(z) \ldots f_p(z),\]

equations (3.7) and (3.8) imply that, for \( x = (s,t) \in \mathbb{C}^2 \),

\[
\varphi(Q; x_0, x) = t^m \sum_{k=0}^{m} \left( \frac{m_k}{n_k} \right) F_k(s/t)
\]

\[
= t^m \sum_{k=0}^{q} F_k(s/t) - \sum_{k=q+1}^{m} \frac{F_k(s/t)}{F_k}\]

\[
= t^m f'(s/t) \left( f_{q+1}(s/t) \ldots f_p(s/t) \right)^2. \quad (3.9)
\]

Since \( x_1 = x_0 \neq n^p e^{(k)} \) and since Theorem 3.1 is applicable in the present set up

(with \( \gamma = 1 \) and \( \delta = 0 \), so that \( \gamma/\delta = \omega \), it implies that \( \varphi(Q; x_1, x) \neq 0 \) whenever

the element \( x = (s,t) \) is linearly independent to \( x_0 \) such that \( x \not\in \bigcup_{k=0}^{p+1} E_k^{(k)} \), where

\[E_0^{(p+1)} = E_0(N, G_{p+1}) = \{sx_0 + ty_0 \neq 0 \mid s, t \in \mathbb{C}; s/t \in G_{p+1}(x_0, y_0)\}\]

and where

\[G_{p+1}(x_0, y_0) = \{p \in \mathbb{C}^m \mid \sum_{k=0}^{p} m_k/(p - \rho_k) = 0; \rho_k \in G_k(x_0, y_0)\}\]

\[= \{p \in \mathbb{C}^m \mid \sum_{k=0}^{p} m_k/(p - \rho_k) = 0; \rho_k \in C_k\}\]

\[= C_{p+1}, \quad \text{(due to the choice of} \ m_k \text{made above)}.\]

That is, \( \varphi(Q; x_0, x) \neq 0 \) for all elements \( x = (s,t) \) for which \( t \neq 0 \) and for which
Finally, (3.9) says that $f'(s/t) \neq 0$ for all $s,t \in C$ such that $t \neq 0$
and $s/t \notin \bigcup_{k=0}^{p+1} C_k$. This establishes the corollary.

REMARK 3.4. (I) In the special case when the g.c.r.'s $C_k$ are specialized as
the closed interior or the closed exterior of circles, we claim that the above corol-
lary reduces essentially to Theorem 21,1 of Marden [7]. This is upheld by the
following arguments: If the $C_k$ are taken to be the regions $C_k(z) \leq 0$ of
Marden's Theorem 21,1, then Lemma 21,1 of Marden [7] and the succeeding arguments
therein show that the region $\bigcup_{k=0}^{p+1} C_k$ in our corollary is precisely the region
satisfying the $p+2$ inequalities $21,3$ in Marden's theorem.

(II) In what follows we show that Corollary 3.3 holds as such when $C$ is re-
placed by $K$, provided the term 'derivative' is replaced by 'formal derivative'. We
know by ([5] or [12]) that the polynomial $f'(z) = \sum_{k=1}^{n} a_k z^{k-1}$ is called
the formal derivative of the polynomial $f(z) = \sum_{k=0}^{n} a_k z^k$ from $K$ to $K$ and that

\[
(f_1 f_2 \cdots f_n)' = \sum_{k=1}^{n} f_1 f_2 \cdots f_{k-1} f'_k f_{k+1} \cdots f_n,
\]

where the $f_i$ are polynomials [12]. If we now define the formal derivative of the
quotient $f'/f_2$ ($f_1$ being polynomials) to be given by

\[
(f_1 f_2 \cdots f_n)' = \left( f_1 f_2 - f'_2 / f_2 \right)^2,
\]

then the formal derivative of the quotient

\[
f_1 f_2 \cdots f_n / f_2 = \sum_{q=0}^{p+1} \frac{f_1 f_2 \cdots f_n}{f_{q+1} f_p},
\]

is given by equation (3.9).

\[
\left[ \sum_{k=0}^{n} F_k(z)/F_k(z) \right]^2.
\]

(III) We remark that in Corollary 3.3, we must add the hypothesis $\prod_{k=0}^{p} C_k = \varphi'$,
in order to have a nontrivial result for the rational function $f(z)$ with
$n_0 + \cdots + n_q = n_{q+1} + \cdots + n_p$. For, if a point $\zeta$ is common to all the $C_k$'s,
then fixing $\rho_0 = \rho_1 = \cdots \rho_p = \zeta$ in (3.6) we see that

\[
\prod_{k=0}^{p} \frac{m_k}{(\rho - m_k)} = \prod_{k=0}^{p} \frac{m_k}{(\rho - \zeta)} = 0 \quad \forall \rho \in C
\]

and, hence, that $C_{p+1} = C$. 

\[
p+1
\]
It has been shown by Marden [7] that Walsh's cross-ratio Theorem 22,2, is a special case of Marden's general Theorem 21,1, but only in terms of closed interior or closed exterior of circles (a proper subclass of \( D(\mathcal{C}_0) \)). Whereas, our Corollary 3.3 validates Walsh's theorem in terms of g.c.r.'s. In fact, applying our corollary in the setup of Walsh's theorem with \( \mathcal{C}_i \)'s taken as g.c.r.'s, we conclude that every finite zero of the derivative of the function \( f_1(z)f_2(z)/f_3(z) \) lies in \( \bigcup_{i=1}^{4} \mathcal{C}_i \), where

\[
\mathcal{C}_4 = \{ \nu \in \mathcal{C}_\infty \mid n_1(\nu - \rho_1) + n_2/(\nu - \rho_2) - n_3/(\nu - \rho_3) = 0; \nu \in \mathcal{C}_1 \}.
\]

In view of Lemma 4.2 of the next section, we see that \( \mathcal{C}_4 = H_\lambda \) for \( K = \mathcal{C}, \lambda = n_2/n_1 \), \( \mathcal{C}_1 = \mathcal{C}_1 \), and that

\[
(C_4 - \{\omega\}) - \bigcup_{i=1}^{3} \mathcal{C}_i = (R_\lambda - \{\omega\}) - \bigcup_{i=1}^{3} \mathcal{C}_i,
\]

where

\[
R_\lambda = \{ \nu \in \mathcal{C}_\infty \mid (\nu, \nu_1, \nu_2, \nu_3, \nu_4) = -n_2/n_1; \nu \in \mathcal{C}_1 \}.
\]

Consequently, every finite zero of the derivative of the said function lies in \( \mathcal{C}_4 \cup \mathcal{C}_2 \cup \mathcal{C}_3 \cup \mathcal{C}_1 \), where \( \mathcal{C} = R_\lambda - \{\omega\} \). This shows that an improved version of Walsh's cross-ratio theorem follows from Corollary 3.3.

(V) It may be observed that an improved form of Walsh's two-circle theorems in its complete form ([5], Corollaries 2.8 and 4.3) may also be obtained from the above corollary. To this effect we apply Corollary 3.3 in the setup of Zaheer's Corollary 4.3 [5], with the \( D_i \)'s replaced by g.c.r.'s \( \mathcal{C}_i \) such that \( \omega \in \mathcal{C}_1 \cap \mathcal{C}_2 \), and conclude that every finite zero of the derivative of the function \( f_1(z)/f_2(z) \) lies in \( \bigcup_{i=1}^{3} \mathcal{C}_i \), where

\[
\mathcal{C}_3 = \{ \nu \in \mathcal{C}_\infty \mid n_1/(\nu - \rho_1) - n_2/(\nu - \rho_2) = 0; \nu \in \mathcal{C}_1 \}
\]

\[
= \{ \nu \in \mathcal{C}_\infty \mid (n_1\rho_2 - n_2\rho_1)/(n_2 - n_1); \nu \in \mathcal{C}_1 \}.
\]

We point out that, in case the \( \mathcal{C}_i \)'s are taken as the regions \( D_i \) of Corollary 4.3 of Zaheer [5], the region \( \mathcal{C}_3 \) is precisely \( D(\mathcal{C}_3, \mathcal{R}_3) \) (cf. notation there) and we are done. In the case when \( n_1 = n_2 \) and \( \mathcal{C}_1 \cap \mathcal{C}_2 = \emptyset \), the conclusion just drawn still holds, but in this case the region \( \mathcal{C}_3 \) is empty, and we are done with Corollary 2.8 in [5].

4. THE CASE OF ALGEBRA-VALUED GENERALIZED POLARS.

Our aim in this section is to obtain a more general formulation of Theorem 3.1 that could answer the corresponding problem for algebra valued generalized polars having an arbitrary weight. In fact, it will be shown that, whereas the main theorem of this section does include in it the main theorem of the preceding section, it also incorporates into it a variety of other known results. First, we describe some concepts and establish some results that we need in this section. We refer [17], [1] and [2] for the following material.
A subset of $M$ of $V$ is called fully supportable (initially termed as 'A-supportable' by Zaheer [9]) if every point $\xi$ outside $M$ is contained in some ideal maximal subspace of $V$ which does not meet $M$. In other words, for every $\xi \in V - M$, there is a unique nontrivial scalar homomorphism $L$ on $V$ such that $L(\xi) = 0$ but $L(v) \neq 0$ for every $v \in M$ [18]. If $M$ is a fully supportable subset of $V$, then $M$ is a supportable subset of $V$ (regarded as a vector space), but not conversely (for definition of supportable subsets see [6]). We remark that the complement in $V$ of every ideal maximal subspace of $V$ is a fully supportable subset of $V$. Given $P \in \mathbb{P}^n$ and a fully supportable subset $M$ of $V$, we shall write, for given $x, y \in E$,

$$E_p(x, y) = \{sx + ty \neq 0 \mid s, t \in K; P(sx + ty) \not\in M\}. \quad (4.1)$$

**Remark 4.1.** Since identity map from $K$ to $K$ is the only nontrivial scalar homomorphism on $K$, the set $M = K - \{0\}$ is the only fully supportable subset of $K$ (take $V = K$ in the definition) and the corresponding set $E_p(x, y)$, as given by (4.1), becomes the null-set $Z_p(x, y)$ of $P$ as defined in the beginning of Section 3.

In the next few lemmas, the notation $(\rho, \rho_1, \rho_2, \rho_3)$ stands for the cross-ratio of an element $\rho \in K^3$ with respect to given distinct elements $\rho_1, \rho_2, \rho_3 \in K^3$ and it designates a unique element in $K$ (for definition and other relevant details see [5]).

**Lemma 4.2.** Given an element $\lambda > 0$ in $K$ and g.c.r.'s $G_i \in D(K)$ for $i = 1, 2, 3$, let us define

$$H_\lambda = \{\rho \in K^3 \mid 1/(\rho - \rho_1) + \lambda/(\rho - \rho_2) - (1+\lambda)/(\rho - \rho_3) = 0; \rho_1 \in G_i\}$$

and

$$R_\lambda = \{\rho \in K^3 \mid (\rho, \rho_3, \rho_2, \rho_1) = -\lambda; \rho_1 \in G_i\}.$$

If $G_1 \cap G_2 \cap G_3 = \phi$, then

$$(H_\lambda - \{\omega\}) - \bigcup_{i=1}^3 G_i = (R_\lambda - \{\omega\}) - \bigcup_{i=1}^3 G_i.$$

**Proof.** In order to prove the lemma it is sufficient to show that, if $\rho \not\in G_1 \cup G_2 \cup G_3 \cup \{\omega\}$ and $\rho_1 \in G_i \ (i = 1, 2, 3)$, the equation

$$1/(\rho - \rho_1) + \lambda/(\rho - \rho_2) - (1+\lambda)/(\rho - \rho_3) = 0 \quad (4.2)$$

holds true if and only if the equation

$$(\rho, \rho_3, \rho_2, \rho_1) = -\lambda \quad (4.3)$$

holds true. First, we claim that none of these equations can hold unless $\rho_1, \rho_2, \rho_3$ are distinct elements of $K^3$. This is obvious in case of (4.3) due to the definition of cross-ratio. In case of (4.2), this follows from the fact that if any two of the $\rho_i$'s coincide and if (4.2) holds then all the three must coincide, contradicting that $G_1 \cap G_2 \cap G_3 = \phi$. Therefore, we assume that $\rho_1, \rho_2, \rho_3$ are distinct elements of $K^3$ and so we divide the proof into the following two cases:
Case (i). \( \rho_1, \rho_2, \rho_3 \neq \omega \). In this case, since \( \rho, \rho_1, \rho_2, \rho_3 \) are distinct elements of \( K \), the equation (4.2) holds if and only if

\[
\frac{(\rho_1 - \rho_3)}{(\rho - \rho_1)(\rho - \rho_3)} + \lambda \frac{(\rho_2 - \rho_3)}{(\rho - \rho_2)(\rho - \rho_3)} = 0
\]

or, if and only if

\[
\frac{(\rho - \rho_2)(\rho_3 - \rho_1)}{(\rho - \rho_1)(\rho_3 - \rho_2)} = -\lambda.
\]

This is true if and only if \( (\rho, \rho_3, \rho_2, \rho_1) = -\lambda \). That is, (4.2) holds if and only if (4.3) holds.

Case (ii). One of the \( \rho_i \)'s is \( \omega \). In this case, let us point out that \( \rho, \rho_1, \rho_2, \rho_3 \) are distinct elements of \( K_\omega \) with only one of the \( \rho_i \)'s being \( \omega \). Therefore, the equation (4.2) is equivalent to the equation

\[
\frac{\lambda}{(\rho - \rho_2)} = 1 + \lambda/(\rho - \rho_3),
\]

(4.4)

\[
1/(\rho - \rho_1) = 1 + \lambda/(\rho - \rho_3),
\]

(4.5)

or

\[
1/(\rho - \rho_1) = -\lambda/(\rho - \rho_2)
\]

(4.6)

according as \( \rho = \omega, \rho_2 = \omega \) or \( \rho_3 = \omega \), respectively. Now, the equations (4.4) - (4.6) are, respectively, equivalent to the equations

\[
(\rho - \rho_2)/(\rho - \rho_1) = -\lambda,
\]

(4.3) and \( (\rho - \rho_2)/(\rho - \rho_1) = -\lambda \), in the respective cases under consideration. The definition of cross-ratio implies that each of the equations (4.2) holds if and only if \( (\rho, \rho_3, \rho_2, \rho_1) = -\lambda \). That is (4.2) holds if and only if (4.3) holds.

Cases (i) and (ii) complete our proof.

**Lemma 4.3.** Let \( G_i \in D(K_\omega) \) for \( i = 1, 2, 3 \), and let \( m_k \in K - \{0\} \) for \( k = 1, 2, \ldots, q \) such that \( m_k > 0 \) for \( k \leq p(p < q) \) and \( m_k < 0 \) for \( k > p \). Given any \( r, 1 \leq r < p \), and a \( \zeta \in K_\omega \), we define

\[
R = \left\{ \rho \in K_\omega \mid \frac{\sum_{k=1}^{p} m_k / (\rho - \rho_k)}{\sum_{k=p+1}^{q} m_k / (\rho - \rho_k)} = (\frac{\sum_{k=1}^{p} m_k / (\rho - \rho_k)}{\sum_{k=p+1}^{q} m_k / (\rho - \rho_k)}, \rho_1, \ldots, \rho_r \in G_1; \right. \]

\[
\left. \rho_{r+1}, \ldots, \rho_p \in G_2; \rho_{p+1}, \ldots, \rho_q \in G_3 \right\},
\]

and

\[
H = \left\{ \rho \in K_\omega \mid \frac{\sum_{k=1}^{r} A_1 / (\rho - \rho_1)}{\sum_{k=r+1}^{p} A_2 / (\rho - \rho_2)} = (\frac{\sum_{k=1}^{r} A_1 / (\rho - \rho_1)}{\sum_{k=r+1}^{p} A_2 / (\rho - \rho_2)}, \rho_1 \in G_1; \right. \]

\[
\left. \rho_{r+1}, \ldots, \rho_p \in G_2; \rho_{p+1}, \ldots, \rho_q \in G_3 \right\},
\]

with \( A_1 = \sum_{k=1}^{r} m_k, A_2 = \sum_{k=r+1}^{p} m_k, A_3 = \sum_{k=p+1}^{q} m_k \). With \( \zeta \in \left\{ G_i \right\} \), then

\[
(R - (\zeta)) \cup \sum_{i=1}^{3} G_i = (H - (\zeta)) \cup \sum_{i=1}^{3} G_i.
\]

**Proof.** If \( \rho \in (H - (\zeta)) \cup \sum_{i=1}^{3} G_i \), then there exist elements \( \rho_i \in G_i \)

\[
(i=1, 2, 3)
\]

such that \( \rho \in G_1 \cup G_2 \cup G_3 \cup \{\zeta\} \) and

\[
A_1 / (\rho - \rho_1) + A_2 / (\rho - \rho_2) + A_3 / (\rho - \rho_3) = (A_1 + A_2 + A_3) / (\rho - \zeta).
\]

(4.7)
Obviously, \( \rho \neq \rho_1, \rho_2, \rho_3, \zeta \). If we choose elements \( \rho'_k \) for \( k = 1, 2, \ldots, q \), such that

\[
\rho'_k = \begin{cases} 
\rho_1 & \text{for } k = 1, 2, \ldots, r \\
\rho_2 & \text{for } k = r + 1, \ldots, p \\
\rho_3 & \text{for } k = p + 1, \ldots, q,
\end{cases}
\]

then equation (4.7) can be written as

\[
\sum_{k=1}^{r} \frac{m_k}{(\rho - \rho'_k)} + \sum_{k=r+1}^{p} \frac{m_k}{(\rho - \rho'_k)} + \sum_{k=p+1}^{q} \frac{m_k}{(\rho - \rho'_k)} = \frac{q}{\sum_{k=1}^{k} m_k} \frac{q}{(\rho - \zeta)}
\]

or

\[
\sum_{k=1}^{q} \frac{m_k}{(\rho - \rho'_k)} = \frac{q}{\sum_{k=1}^{k} m_k} \frac{q}{(\rho - \zeta)}.
\]

This implies that \( \rho \in (R^* - \{\zeta\}) - \bigcup_{i=1}^{3} G_i \). Hence

\[
(R^* - \{\zeta\}) - \bigcup_{i=1}^{3} G_i \subseteq (R^* - \{\zeta\}) - \bigcup_{i=1}^{3} G_i \quad (4.8)
\]

For the reverse containment, if \( \rho \in (R^* - \{\zeta\}) - \bigcup_{i=1}^{3} G_i \), then

\[
\rho \in G_1 \cup G_2 \cup G_3 \quad (\zeta)
\]

and there exists elements \( \rho'_k \) (1 \( \leq k \leq q \)) such that \( \rho'_k \in G_1 \) for \( k \leq r \), \( \rho'_k \in G_2 \) for \( r < k \leq p \), \( \rho'_k \in G_3 \) for \( p < k \leq q \), and such that

\[
\sum_{k=1}^{q} \frac{m_k}{(\rho - \rho'_k)} = \frac{q}{\sum_{k=1}^{k} m_k} \frac{q}{(\rho - \zeta)}.
\]

Therefore,

\[
\frac{q}{\sum_{k=1}^{k} m_k} \frac{q}{(\rho - \zeta)} = \frac{r}{\sum_{k=1}^{r} m_k} \frac{r}{(\rho'_k - \rho)} + \frac{p}{\sum_{k=r+1}^{p} m_k} \frac{p}{(\rho'_k - \rho)} + \frac{q}{\sum_{k=p+1}^{q} m_k} \frac{q}{(\rho'_k - \rho)}
\]

\[
= B_1 + B_2 + B_3 \quad \text{(say)} \quad (4.9)
\]

Since \( G_i \in D(K_\omega) \) and \( \rho \neq G_i \) for \( i = 1, 2, 3 \), we see from the definition of g.c.r.'s that \( \phi_p(G_i) \) is \( K_0 \)-convex for \( i = 1, 2, 3 \) [5]. In view of this and the fact that

\[
1/(\rho'_k - \rho) = \begin{cases} 
\phi_p(G_1) & \text{for } k = 1, 2, \ldots, r \\
\phi_p(G_2) & \text{for } k = r + 1, \ldots, p \\
\phi_p(G_3) & \text{for } k = p + 1, \ldots, q,
\end{cases}
\]

we conclude that \( B_i/A_i \in \phi_p(G_i) \) for \( i = 1, 2, 3 \). Therefore, there exist elements \( \rho_i \in G_i \) such that \( B_i/A_i = 1/(\rho_i - \rho) \). Now, (4.9) implies (since \( A_1 + A_2 + A_3 = \sum_{k=1}^{q} m_k \)) that
which says that \( \rho \in (H - \{\xi\}) - \bigcup_{i=1}^{3} G_i \). Hence

\[
R - \{\xi\} - \bigcup_{i=1}^{3} G_i \subseteq (H - \{\xi\}) - \bigcup_{i=1}^{3} G_i.
\]

(4.10)

Finally (4.8) and (4.10) prove our lemma.

Next, we take up the most general theorem of this paper, which we establish via application of Theorem 3.1.

**THEOREM 4.4.** Let \( M \) be a fully supportable subset of \( V \) and, for \( k = 1, 2, \ldots, q \), let \( P_k \in \mathbb{F}^*_{n_k} \) and \( E_0^{(k)} \equiv E_0(N, G_k) \) be circular cones in \( E \) such that \( E_0^{(k)}(x, y) \subseteq T_G^k(x, y) \) for all \((x, y) \in N\) and for all \( k \). If \( \phi(Q; x_1, x) \) is the algebra-valued generalized polar of the product \( Q(x) \) (cf. (2.1)-(2.3)) with \( m_k > 0 \) for \( k \leq p \) \((p < q)\) and \( m_k < 0 \) for \( k > p \), then \( \phi(Q; x_1, x) \in M \) for all linearly independent elements \( x, x_1 \) of \( E \) such that \( x_i \in E - \bigcup_{1}^{q} E_0^{(k)} \) and \( x \in E - \bigcup_{1}^{q} E_0^{(k)} \) for \( k = 1 \) \( \ldots \) \( k = q \), where \( E_0 = E_0(N, G_{q+1}) \) is the cone as defined in Theorem 3.1.

**PROOF.** If \( \xi \in V - M \), there is a unique nontrivial scalar homomorphism \( L \) on \( V \) such that \( L(\xi) = 0 \) but \( L(v) \neq 0 \) for all \( v \in M \). Now, \( L P_k \in \mathbb{F}^*_{n_k} \) (2.4) and it can be easily shown that \( L P_k(x, y) \subseteq T_G^k(x, y) \) for all \((x, y) \in N\) and for all \( k \). In view of remark 2.1 and the discussion immediately preceding it (with the notations therein), we have

\[
L(\phi(Q; x_1, x)) = \phi(LQ; x_1, x),
\]

(4.11)

both sides using the same \( m_k \)'s. Applying Theorem 3.1 to the generalized polar \( \phi(LQ; x_1, x) \) of the product \( LQ \) of the polynomials \( L P_k \), we see that \( \phi(LQ; x_1, x) \neq 0 \) for all linearly independent elements \( x, x_1 \) of \( E \) as claimed. Consequently, the relations (4.11) implies that \( \phi(Q; x_1, x) \neq \xi \) for all \( x, x_1 \) as claimed. Finally, the arbitrary nature of \( \xi \) (in \( V - M \)) completes the proof.

The following version of Theorem 4.4 for the case when \( \sum_{k=1}^{q} m_k = 0 \) and \( \sum_{k=1}^{q} E_0^{(k)} = \phi \) is a result exclusively in terms of algebra-valued generalized polars with a vanishing weight. The proof is immediate as in the case of Theorem 3.2.

**THEOREM 4.5.** Under the notations and hypotheses of Theorem 4.4 if we assume that

\[
\sum_{k=1}^{q} E_0^{(k)} = \phi \quad \text{and} \quad \sum_{k=1}^{q} m_k = 0,
\]

then \( \phi(Q; x_1, x) \in M \) for all linearly independent elements \( x, x_1 \) of \( E \) such that \( x \in E - \bigcup_{1}^{q+1} E_0^{(k)} \), where \( E_0^{(q+1)} \equiv E_0(N, G_{q+1}) \) is the cone as defined in Theorem 3.2.
Since Theorem 4.4 reduces to Theorem 3.1 on taking \( V = K \) and \( M = K - \{0\} \) (c.f. Remark 4.1), it becomes the most general result of this paper. Besides, it leads to the following corollary, which combines two earlier results due to the authors [1] and [2] which includes in it (as a natural consequence) a number of other known results due to Zaheer [5], [17], Marden [3], Walsh [22], and to Bocher [4].

**Corollary 4.6.** Let \( E_{o,i} \equiv E_{o}(N',G'_i) \), \( i = 1, 2, 3 \), be circular cones in \( E \). Under the notations and hypotheses of Theorem 4.4, if the circular cones \( E_{o}(N,G_k) \) are given by

\[
E_{o}(k) = \begin{cases} 
E_{o,1} & \text{for } 1 \leq k \leq r \ (r < p) \\
E_{o,2} & \text{for } r < k \leq p \\
E_{o,3} & \text{for } p < k \leq q,
\end{cases} \tag{4.12}
\]

then \( (Q;x_1,x) \in M \) for all linearly independent elements \( x, x_1 \) of \( E \) such that

\[
x_1 \in E - \bigcap_{i=1}^{3} E_{o,i} \quad x \in E - \left( \bigcup_{i=1}^{3} E_{o,i} \right) \cup T_{S'}(x_o,y_o), \quad \text{where } (x_o,y_o) \in N \cap L^{2}[x,x_1],
\]

\[
x_1 = \gamma x_o + \delta y_o
\]

then \( S'(x_o,y_o) \) is given by

\[
S'(x_o,y_o) = \{ \rho \in K \mid \sum_{i=1}^{r} A_i \rho_i - \rho_i = \left( \sum_{i=1}^{r} A_i \right) / (\rho - \gamma/\delta); \quad \rho_i \in G'_i(x_o,y_o) \},
\]

with \( A_i = \sum_{k=1}^{r} m_k, \quad A_2 = \sum_{k=r+1}^{p} m_k, \quad \text{and } A_3 = \sum_{k=p+1}^{q} m_k. \)

**Proof.** If \( x, x_1 \) are linearly independent elements of \( E \) such that \( x_1 \not\in \bigcap_{i=1}^{3} E_{o,i} \)

and \( x \not\in \left( \bigcup_{i=1}^{3} E_{o,i} \right) \cup T_{S'}(x_o,y_o), \) where \( (x_o,y_o) \) is the unique element of \( N \cap L^{2}[x,x_1] \) (see definition of \( N \) then there exists a unique set of scalars \( \alpha, \beta, \gamma, \delta \) (with \( \alpha \delta - \beta \gamma \neq 0 \)) such that

\[
\alpha/\beta \neq \left( \bigcup_{i=1}^{3} G'_i(x_o,y_o) \right) \cup S'(x_o,y_o) \quad \text{(cf. (2.5)),}
\]

where \( S'(x_o,y_o) = H^* \) for \( \zeta = \gamma/\delta \) and \( G_i = G_i'(x_o,y_o) \) (c.f. Lemma 4.3). Note that \( \alpha \delta - \beta \gamma \neq 0 \) implies that \( \alpha/\beta \neq \gamma/\delta \). This implies that \( \alpha/\beta \not\in H^* \cup \{\gamma/\delta\} \cup \left( \bigcup_{i=1}^{3} G'_i(x_o,y_o) \right) \). Therefore,

\[
\alpha/\beta \not\in (H^* - \{\gamma/\delta\}) - \bigcup_{i=1}^{3} G'_i(x_o,y_o).
\]

Since \( x_1 \not\in \bigcap_{i=1}^{3} E_{o,i} \), we see that \( \gamma/\delta \not\in \bigcap_{i=1}^{3} G'_i(x_o,y_o) \), where

\[
R^* = \{ \rho \in K \mid \sum_{k=1}^{q} m_k / (\rho - \rho_k) = \left( \sum_{k=1}^{q} m_k \right) / (\rho - \gamma/\delta); \quad \rho_1, \ldots, \rho_r \in K \}
\]

for all linearly independent elements \( x, x_1 \) of \( E \) such that

\[
x_1 \in E - \bigcap_{i=1}^{3} E_{o,i} \quad x \in E - \left( \bigcup_{i=1}^{3} E_{o,i} \right) \cup T_{S'}(x_o,y_o), \quad \text{where } (x_o,y_o) \in N \cap L^{2}[x,x_1],
\]

\[
x_1 = \gamma x_o + \delta y_o
\]

then \( S'(x_o,y_o) \) is given by

\[
S'(x_o,y_o) = \{ \rho \in K \mid \sum_{i=1}^{r} A_i \rho_i - \rho_i = \left( \sum_{i=1}^{r} A_i \right) / (\rho - \gamma/\delta); \quad \rho_i \in G'_i(x_o,y_o) \},
\]

with \( A_i = \sum_{k=1}^{r} m_k, \quad A_2 = \sum_{k=r+1}^{p} m_k, \quad \text{and } A_3 = \sum_{k=p+1}^{q} m_k. \)

**Proof.** If \( x, x_1 \) are linearly independent elements of \( E \) such that \( x_1 \not\in \bigcap_{i=1}^{3} E_{o,i} \)

and \( x \not\in \left( \bigcup_{i=1}^{3} E_{o,i} \right) \cup T_{S'}(x_o,y_o), \) where \( (x_o,y_o) \) is the unique element of \( N \cap L^{2}[x,x_1] \) (see definition of \( N \) then there exists a unique set of scalars \( \alpha, \beta, \gamma, \delta \) (with \( \alpha \delta - \beta \gamma \neq 0 \)) such that

\[
\alpha/\beta \neq \left( \bigcup_{i=1}^{3} G'_i(x_o,y_o) \right) \cup S'(x_o,y_o) \quad \text{(cf. (2.5)),}
\]

where \( S'(x_o,y_o) = H^* \) for \( \zeta = \gamma/\delta \) and \( G_i = G'_i(x_o,y_o) \) (c.f. Lemma 4.3). Note that \( \alpha \delta - \beta \gamma \neq 0 \) implies that \( \alpha/\beta \neq \gamma/\delta \). This implies that \( \alpha/\beta \not\in H^* \cup \{\gamma/\delta\} \cup \left( \bigcup_{i=1}^{3} G'_i(x_o,y_o) \right) \). Therefore,

\[
\alpha/\beta \not\in (H^* - \{\gamma/\delta\}) - \bigcup_{i=1}^{3} G'_i(x_o,y_o).
\]
That is,

\[ a/\beta \notin R^* \cup \{ y/\delta \} \cup \left( \bigcup_{i=1}^{3} G_i' (x_o, y_o) \right). \]

Consequently, \( a/\beta \notin R^* \). Since the \( G_k \) of Theorem 4.4 in the present set up are given by

\[
G_k = \begin{cases} 
G_1' & \text{for } 1 \leq k \leq p \\
G_2' & \text{for } p < k \leq q \\
G_3' & \text{for } q < k < r \\
G_4' & \text{for } r < k < q 
\end{cases}
\]

we have that \( R^* = S(x_o, y_o) \cup \bigcup_{k=1}^{q} E_{k, i}^{(k)} = \bigcup_{k=1}^{q} E_{k, i}^{(k)} \). Therefore, we see that \( a/\beta \notin S(x_o, y_o) \). Consequently, \( x \) and \( x_1 \) are linearly independent elements of \( E \) such that \( x_1 \notin \bigcap_{k=1}^{q} E_{k, i}^{(k)} \) and \( x \notin \bigcup_{k=1}^{q} E_{k, i}^{(k)} \).

\[ E \mathcal{S}(x_o, y_o). \]

By Theorem 4.4, \( \mathcal{P}(Q; x_1, x) \in M \), as was to be proved.

If \( \Sigma m_k \neq 0 \), Corollary (4.6) is Theorem 4.3 of a paper due to the authors [2], and if (in addition) \( V = K \) and \( M = K - \{ 0 \} \), it is Theorem 3.1 in the same paper.

In case when \( \Sigma m_k = 0 \) and \( \bigcap_{i=1}^{q} E_{k, i}^{(k)} = \emptyset \), Corollary 4.6 leads to the following corollary, which is again a result due to the authors [1] and which reduces to Theorem 3.1 [1] when specialized for \( V = K \) and \( M = K - \{ 0 \} \).

**COROLLARY 4.7.** Under the notations and hypotheses of Corollary 4.6 if \( \Sigma m_k = 0 \), and \( \bigcap_{i=1}^{q} E_{k, i}^{(k)} = \emptyset \), then \( \mathcal{P}(Q; x_1, x) \in M \) for all linearly independent elements \( x, x_1 \)

of \( E \) such that \( x \in E - \bigcup_{i=1}^{4} E_{k, i}^{(k)} \), where \( E_{k, i}^{(k)} = E_{k, i}^{(N, G_4')} \) is the cone defined by

\[
G_4' (x_o, y_o) = \{ \rho \in K \mid (\rho, \rho_3, \rho_2, \rho_1) = - A_2/A_1; \rho_1 \in G_1' (x_o, y_o) \}
\]

for all \( (x_o, y_o) \in N \), with \( A_1 = \Sigma m_k \) and \( A_2 = \Sigma m_k \).

**PROOF.** If \( x, x_1 \) are linearly independent elements of \( E \) such that \( x \notin \bigcup_{i=1}^{4} E_{k, i}^{(k)} \), then there exist a unique element \( (x_o, y_o) \in N \cap L^2 [x, x_1] \) and a unique set of scalars \( a, b, y, \delta \) (with \( a\delta - b\gamma \neq 0 \)) such that \( x = a x_o + b y_o \) and \( x_1 = \gamma x_o + \delta y_o \). Then \( a/\beta \notin \bigcup_{i=1}^{4} G_i' (x_o, y_o) \), where \( G_i' (x_o, y_o) = R \lambda \) for \( \lambda = A_2/A_1 \) and \( G_1 = G_1' (x_o, y_o) \).
(Lemma 4.2). We divide the proof into the following two cases:

Case (i). \( \alpha/\beta \neq \omega \). In this case

\[
\alpha/\beta \notin R_\lambda \cup \{\omega\} \cup ( \cup_{i=1}^3 G_i(x_0, y_0)),
\]

and so \( \alpha/\beta \in (R_\lambda \setminus \{\omega\}) - \cup_{i=1}^3 G_i(x_0, y_0) \). Since \( \cap_{i=1}^3 G_i(x_0, y_0) = \phi \), Lemma 4.2 implies that \( \alpha/\beta \notin (R_\lambda \setminus \{\omega\}) - \cup_{i=1}^3 G_i(x_0, y_0) \), where (since \( \lambda = A_2/A_1 \) and

\[A_1 + A_2 + A_3 = 0, \text{ where } A_3 = \sum_{k=p+1}^q m_k\]

\[H_\lambda = \{\rho \in K_\omega \mid \sum_{i=1}^3 A_i/(\rho - \rho_i) = 0; \rho_i \in G_i(x_0, y_0)\}\]

\[= S'(x_0, y_0) \quad \text{(cf. Corollary (4.6)).}\]

Therefore,

\[\alpha/\beta \notin S'(x_0, y_0) \cup \{\omega\} \cup ( \cup_{i=1}^3 G_i(x_0, y_0)) \]

and (hence) \( \alpha/\beta \notin S'(x_0, y_0) \). That is, \( x \notin T_{S'}(x_0, y_0) \). Consequently, \( x \) and \( x_1 \) are linearly independent elements of \( E \) such that \( x_1 \notin \cap_{i=1}^3 E_{o,i} = \phi \) and \( x \notin ( \cup_{i=1}^3 E_{o,i}) \cup U_{S'}(x_0, y_0) \). Finally, Corollary 4.6 says that \( \phi(Q; x_1, x) \in M. \) as was to be proved.

Case (ii). \( \alpha/\beta = \omega \). In the case under consideration \( \beta = 0 \) and

\[\alpha/\beta = \omega \notin R_\lambda \cup ( \cup_{i=1}^3 G_i(x_0, y_0)). \quad (4.14)\]

If \( \xi \in V - M, \) there exists a unique nontrivial scalar homomorphism \( L \) on \( V \) such that \( L(\xi) = 0 \) but \( L(\nu) \neq 0 \) for \( \nu \in M \). Since the hypotheses of Theorem 4.4 are satisfied for the choice of circular cones given by (4.12), we proceed as in the proof of Theorem 4.4 and again observe that the polynomials \( L_{p, k} (\in P_k^*, \text{say}) \) satisfy the hypotheses of Theorem 3.1 with the \( E^{(k)} \) and the \( G_k \) given by (4.12) and (4.13). The fact that \( P_k^* \) is an a.h.p. of degree \( n_k \) from \( E \) to \( K \) allows us to write it in the form

\[P_k^*(sx + tx_1) = \frac{n_k}{j=1} (\delta_{jk} s - \gamma_{jk} t), \quad k = 1, 2, \ldots, q.\]

Since \( x \) is not in the set \( \cup_{i=1}^q E_{o,i} = \cup_{i=1}^q E^{(k)} \) and since \( Z_{P_k^*}(x_0, y_0) \subseteq T_{G_k}(x_0, y_0) \)

for all \( k \), we see that \( P_k^*(x) = \frac{n_k}{j=1} \delta_{jk} \neq 0 \) for all \( k \). Now, proceeding exactly on the lines of proof of Theorem 3.1 (except that we replace \( P_k \) by \( P_k^* \) and take \( \beta = 0 \) all along) and using the same notations, we find that there exist elements \( \rho_k \in G_k(x_0, y_0) \) such that \( \nu_k = m_k(\delta \rho_k - \gamma)/\alpha \). Note that all the \( \nu_k \)'s cannot vanish simultaneously (since \( \cap_{k=1}^q E^{(k)} = \cap_{i=1}^3 E_{o,i} = \phi \)). Now,
\[ q \sum_{k=1}^{q} v_k = \delta/\alpha \left[ \sum_{k=1}^{p} m_k \rho_k + \sum_{k=p+1}^{r} m_k \rho_k \right] + \sum_{k=r+1}^{q} m_k (1-\delta m_k) (\text{since} \sum_{k=1}^{q} m_k = 0) \]

\[ = (\delta/\alpha) [B_1 + B_2 + B_3], \text{say.} \]

Since \( G_i(x_0, y_0) \) are \( k \)-convex (4.14), we conclude from (4.13) that

\[ B_i/A_i \in G_i(x_0, y_0), \text{ where } A_3 = \sum_{k=p+1}^{q} m_k. \]

Now, there must exist elements \( \rho_i' \in G_i(x_0, y_0) \) such that \( B_i = A_i \rho_i' \) for \( i = 1, 2, 3 \), and (hence)

\[ q \sum_{k=1}^{q} v_k = (\delta/\alpha) [A_1(\rho_1' - \rho_3') + A_2(\rho_2' - \rho_3')], \quad (4.15) \]

because \( A_1 + A_2 + A_3 = 0 \). From Remark 2.1 and equation (3.4) [5] we have

\[ L\left(\nu(Q;x_1,x)\right) = \nu(LQ;x_1,x) = -\left( \sum_{k=1}^{q} v_k \right) \quad \nu P_k(x) \neq 0, \quad (4.16) \]

where \( LQ \) is the product of a.h.p.'s \( P_k^* \). Since \( \nu P_k(x) \neq 0 \) for all \( k \), (4.15) would imply that (since \( \delta \neq 0 \))

\[ A_1(\rho_1' - \rho_3') + A_2(\rho_2' - \rho_3') = 0. \]

Note that \( \rho_1', \rho_2', \rho_3' \) must be distinct elements of \( K \) (since \( A_1, A_2 > 0 \), \( \sum_{i=1}^{3} \rho_i = -\beta \)). Therefore, \( (\omega, \rho_3', \rho_2', \rho_1') = (\rho_3' - \rho_1')/(\rho_3' - \rho_2') = -A_2/A_1 = -\lambda \), and so \( \alpha/\beta = \omega \in R_+ \). This contradicts equation (4.14). Consequently, (4.16) holds and \( \nu(Q;x_1,x) \neq 0 \) for any \( \xi \in V \). That is, \( \nu(Q;x_1,x) \in M \), as was to be proved.

Finally, cases (i) and (ii) complete the proof.

The following Corollaries 4.8 and 4.9 can be proved directly from Theorem 4.4, via applications of a suitably modified form of Lemmas 4.2 and 4.3, exactly in the manner in which Corollaries 4.6 and 4.7 have been derived with the help of Lemmas 4.2 and 4.3. But it would neither be necessary nor worthwhile to do so. This is because it has already been proved in earlier papers due to the authors Corollary 4.5 [1] and Corollary 4.4 [2], that Corollary 4.8 (resp. Corollary 4.9) follows from Corollary 4.6 (resp. Corollary 4.7). We, therefore, state these without proof.

COROLLARY 4.8 [17]. Let \( E_{o_1} \equiv E_o(N, G_1) \), \( i = 1, 2, \) be circular cones in \( E \). Under the notations and hypotheses of Theorem 4.4, if \( \sum_{k=1}^{q} m_k \neq 0 \) and if the circular cones \( E_{o_1}^{(k)} \equiv E_o(N, G_k) \) are given by
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\[ E(k) = \begin{cases} 
E_{0,1} & \text{k = 1, 2, \ldots, p (p < q)} \\
E_{0,2} & \text{k = p+1, \ldots, q}, 
\end{cases} \]

then \( \Phi(q; x_1, x) \in M \) for all linearly independent elements \( x, x_1 \) of \( E \) such that

\[ x_1 \notin E_{0,1} \cap E_{0,2} \quad \text{and} \quad x \notin E_{0,1} \cup E_{0,2} \quad \text{for} \quad T_*(x_0, y_0), \text{where} \quad (x_0, y_0) \]

\[ \epsilon \in \mathbb{N} \setminus E \setminus E_0 \setminus E_0, \]

\[ x_1 = x_0 + 6x_0 \quad \text{and} \]

\[ S^*(x_0, y_0) = \{ \rho \in K \left| (\rho, \gamma/\delta, \rho_1, \rho_2) = -A /\Lambda ', \rho_1 \in C_1(x_0, y_0) \} \],

with \( A = \prod_{k=1}^{q} m_k \) and \( A' = \prod_{k=p+1}^{q} m_k \).

**COROLLARY 4.9** [17]. Under the same notations and hypotheses as in Corollary 4.8, except that this time \( k \leq q \) and \( E_{0,1} \cap E_{0,2} = \emptyset \), we have that

\( \Phi(q; x_1, x) \in M \) for all linearly independent elements \( x, x_1 \) of \( E \) such that

\[ x \in E - E_{0,1} \cup E_{0,2}. \]

For \( V = K \) and \( M = K - \{ 0 \} \), the above Corollaries 4.8 and 4.9 are known results due to Zaheer [5].

At the end it emerges that Theorem 4.4 of this paper happens to be the most general result known thus far on (algebra-valued) generalized polars, whether having a vanishing or a nonvanishing weight, and it includes in it all the corresponding results that have been established earlier in the papers due to Marden [11], Zaheer [5], and to the authors [1] and [2]. It also includes improved versions of some well-known classical results, such as: Walsh's two-circle theorems [5], Marden's general theorem [7] expressed in Corollary 3.3, and Bocher's theorem [5]. To sum up: apart from the fact that all the previously known results [3], [5], [2], have been jacketted into Theorem 4.4, the present study answers in full generality the type of problem on generalized polar pursued since 1971, and, it unifies the hitherto unnecessary and separate treatments traditionally meted out to the cases of the vanishing and the nonvanishing weight. With Theorem 4.4 in view, it may be pointed out there is no scope left for further studies in this subject area, except possibly when different new concepts are developed on some other lines.

**ACKNOWLEDGMENT:** This paper was supported by the Research Center Project No. Math/1406/29 of the Faculty of Science, King Saud University, Riyadh, Saudi Arabia.

**REFERENCES**


2. **ZAHEER, N. and KHAN, A.A.** Some Theorems on Generalized Polars With a Nonvanishing Weight \( \Sigma \), J. Math. Seminar Univ. of Athens, Greece, to appear.

Mathematical Problems in Engineering

Special Issue on
Time-Dependent Billiards

Call for Papers

This subject has been extensively studied in the past years for one-, two-, and three-dimensional space. Additionally, such dynamical systems can exhibit a very important and still unexplained phenomenon, called as the Fermi acceleration phenomenon. Basically, the phenomenon of Fermi acceleration (FA) is a process in which a classical particle can acquire unbounded energy from collisions with a heavy moving wall. This phenomenon was originally proposed by Enrico Fermi in 1949 as a possible explanation of the origin of the large energies of the cosmic particles. His original model was then modified and considered under different approaches and using many versions. Moreover, applications of FA have been of a large broad interest in many different fields of science including plasma physics, astrophysics, atomic physics, optics, and time-dependent billiard problems and they are useful for controlling chaos in Engineering and dynamical systems exhibiting chaos (both conservative and dissipative chaos).

We intend to publish in this special issue papers reporting research on time-dependent billiards. The topic includes both conservative and dissipative dynamics. Papers discussing dynamical properties, statistical and mathematical results, stability investigation of the phase space structure, the phenomenon of Fermi acceleration, conditions for having suppression of Fermi acceleration, and computational and numerical methods for exploring these structures and applications are welcome.

To be acceptable for publication in the special issue of Mathematical Problems in Engineering, papers must make significant, original, and correct contributions to one or more of the topics above mentioned. Mathematical papers regarding the topics above are also welcome.

Authors should follow the Mathematical Problems in Engineering manuscript format described at http://www.hindawi.com/journals/mpe/. Prospective authors should submit an electronic copy of their complete manuscript through the journal Manuscript Tracking System at http://mts.hindawi.com/ according to the following timetable:

<table>
<thead>
<tr>
<th>Manuscript Due</th>
<th>March 1, 2009</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Round of Reviews</td>
<td>June 1, 2009</td>
</tr>
<tr>
<td>Publication Date</td>
<td>September 1, 2009</td>
</tr>
</tbody>
</table>

Guest Editors

Edson Denis Leonel, Department of Statistics, Applied Mathematics and Computing, Institute of Geosciences and Exact Sciences, State University of São Paulo at Rio Claro, Avenida 24A, 1515 Bela Vista, 13506-700 Rio Claro, SP, Brazil; edleonel@rc.unesp.br

Alexander Loskutov, Physics Faculty, Moscow State University, Vorob’evy Gory, Moscow 119992, Russia; loskutov@chaos.phys.msu.ru