We discuss the properties of the truncated exponential polynomials and develop the theory of new form of Hermite polynomials, which can be constructed using the truncated exponential as a generating function. We derive their explicit forms and comment on their usefulness in applications, with particular reference to the theory of flattened beams, used in optics.
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1. Introduction

In a previous paper, Dattoli et al. [5] have discussed the properties of families of Hermite polynomials, defined through the generating function (g.f.)

\[ \sum_{n=0}^{\infty} \frac{t^n}{n!} \Phi_n(x, y) = f(xt + yt^2). \] (1.1)

The function \( f(x) \), called the support function, is assumed to be infinitely differentiable, to admit the series expansion

\[ f(x) = \sum_{r=0}^{\infty} \frac{f_r}{r!} x^r \] (1.2a)

and the “semigroup” property

\[ f(x + y) = \tilde{f}(y) f(x). \] (1.2b)

The operator function \( \tilde{f}(y) \) is defined as

\[ \tilde{f}(y) = \sum_{r=0}^{\infty} \frac{\tilde{f}_r}{r!} y^r \] (1.2c)
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with \( \tilde{f}_r^{+} f_s = f_{s+r} \) in such a way that

\[
(1.2d)
\]

Under these assumptions, the polynomials \( \Phi_n(x, y) \) can explicitly be written as

\[
(1.3)
\]

In this paper, we will discuss a particular case of the polynomials (1.3), having as support the polynomials of the truncated exponential (TEP), namely,

\[
(1.4)
\]

where

\[
(1.5)
\]

are the PTE, according to the definition of [1]. The reason of the interest for this family of polynomials stems from the fact that they currently appear in the theory of the so-called flattened beams, which plays a role of paramount importance in optics and in particular in the case of super-Gaussian optical resonators (see, e.g., [6]).

A comprehensive theory of the TEP has been developed in [4], where different generalizations have been proposed and we will take some advantages from that general treatment.

The PTE can also be defined by means of the g.f.

\[
(1.6a)
\]

satisfying the recurrences

\[
(1.6b)
\]

which can be combined to obtain the relevant second-order differential equation [1]

\[
(1.7)
\]

For future convenience, we will write the PTE in the form

\[
(1.8)
\]
where \( \theta(x) \) denotes the Heaviside step function, defined in such a way that
\[
\theta(x) = \begin{cases} 
1, & x \geq 0, \\
0, & x < 0.
\end{cases} 
\quad (1.9)
\]
By comparing (1.2) and (1.8), it is evident that in the case of PET \( f_r = \theta(n - r) \). We can therefore obtain the explicit form of the Hermite polynomials of the truncated exponential (THP), as it will be shown in the forthcoming section.

2. Hermite polynomials of the truncated exponential

According to the previous discussion, the THP can explicitly be written as
\[
H_n(x, y \mid m) = n! \sum_{r=0}^{[n/2]} \frac{\theta(m - (n - r)) x^{n-2r} y^r}{(n-2r)!r!} \quad (2.1)
\]
and we can use (1.5) and (1.6) to establish the relevant recurrences. By keeping the derivatives of both sides of (1.5) with respect to \( x, y, t \), we obtain three recurrences, involving the continuous variables and the discrete indices, namely,
\[
\frac{\partial}{\partial x} H_n(x, y \mid m) = nH_{n-1}(x, y \mid m - 1), \\
\frac{\partial}{\partial y} H_n(x, y \mid m) = n(n-1)H_{n-2}(x, y \mid m - 1), \\
H_{n+1}(x, y \mid m) = xH_n(x, y \mid m - 1) + 2ynH_{n-1}(x, ym - 1). \quad (2.2)
\]
We can combine the first two recurrences to infer that the HPTE satisfy the “heat” type equation
\[
\frac{\partial}{\partial y} F(x, y) = \tilde{f}_+ \frac{\partial^2}{\partial x^2} F(x, y), \\
F(x, 0) = \theta(m - n)x^n, 
\quad (2.3)
\]
where \( \tilde{f}_+ \) is an operator, defined in such a way that
\[
\tilde{f}_+ \theta(m) = \theta(m + r). 
\quad (2.4)
\]
(A kind of ambiguity seems to arise in the definition of the operators \( \tilde{f}_\pm \). Strictly speaking, according to the definition given in the previous section, we should have \( \tilde{f}_\pm' \theta(m - n) = \theta(m - (n \pm r)) \) and the operator should therefore act on the indices where the summation series is running. We prefer, for practical reasons, the definition given in (2.4), which induces discrete variations on the index \( m \); it is however evident that \( \tilde{f}_+ = \tilde{f}_- \).) We can handle (2.3) to obtain the following operational definition for the TEP: a proper combination of the last recurrence in (2.2) with the first yielding the identity
\[
H_{n+1}(x, y \mid m) = \tilde{M}_m H_n(x, y \mid m), \\
\tilde{M}_m = x\tilde{f}_+ + 2y\frac{\partial}{\partial x}, 
\quad (2.5)
\]
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which, together with the first recurrence of (2.2), leads to the following second-order differential equation (see [5]):

\[ x \tilde{f} - \frac{\partial}{\partial x} H_n(x, y | m) + 2y \frac{\partial^2}{\partial x^2} H_n(x, y | m) - n \tilde{f} - H_n(x, y | m) = 0. \]  

(2.6)

(According to the formalism of monomiality (see [4]), we can define a multiplicative operator (in this case provided by \( \tilde{M}_m \)) and a derivative operator \( \tilde{P} = \partial/\partial x \); the THPs are easily seen to satisfy the identity \( \tilde{M}_m \tilde{P} H_n(x, y | m) = nH_n(x, y | m) \), which yields (2.6).)

Needless to say, all the previous relations reduce to those of the ordinary Hermite for \( y = -\frac{1}{2}, \quad f_n = 1. \)  

(2.7)

( Note that \( H_n(x, -1/2) \) can be identified with the polynomials \( H_{e_n}(x) \), defined by the generating function \( \exp(x t - t^2/2) \).) Let us now consider the problem of finding a simple formula yielding the successive derivatives, with respect to \( t \), of the right-hand side of (1.5). Using the previous definitions, we get

\[ \frac{\partial^p}{\partial t^p} e_m(xt + yt^2) = \tilde{H}_p(x + 2yt, y | m)e_m(xt + yt^2), \]  

(2.8)

where \( \tilde{H}(x, y | m) \) should be understood as an operator, defined as follows:

\[ \tilde{H}_n(x, y | m) = n! \sum_{r=0}^{[n/2]} \tilde{f}^{n-r} x^{n-2r} y^r \frac{1}{(n-2r)!r!}. \]

(2.9)

The proof of the previous relations can be achieved in a fairly direct way. By multiplying, indeed, the right-hand side of (2.8) by \( \xi^p/p! \) and then summing over \( p \), we get

\[ \sum_{p=0}^{\infty} \frac{\xi^p}{p!} \frac{\partial^p}{\partial t^p} e_m(xt + yt^2) = \exp \left( \xi \frac{\partial}{\partial t} \right) e_m(xt + yt^2) \]

\[ = e_m \left[ xt + yt^2 + (x + 2yt)\xi + \xi^2 \right], \]

(2.10)

and thus, using the semigroup property (1.2b), we easily end up with (2.8). In alternative, (2.8) can also be written as

\[ \frac{\partial^p}{\partial t^p} e_m(xt + yt^2) = p! \sum_{r=0}^{p/2} (x + 2yt)^{p-2r} y^r \frac{1}{(p-2r)!r!} e_{m-r}(xt + yt^2). \]

(2.11)

The results obtained in this section provide the backbone of the topics we will discuss in the forthcoming sections.

3. Some applications of TEP and THP

The flattened beams have been introduced in [6] to study optical systems employing the so-called super-Gaussian beams, namely, optical beams whose transverse shape is not
reproduced by a simple Gaussian, but by a function exhibiting a quasi constant flat top as, for example,

\[ S(x, p) = \exp\left(-|x|^p\right), \quad p > 2. \] (3.1)

Unlike the ordinary Gaussian beams, the super-Gaussians do not have transparent propagation properties, which can easily be exploited in the design of an optical resonator.

The flattened beams defined as

\[ F(x, m) = e_m(x^2) \exp\left(-x^2\right) \] (3.2)

provide a good tool of approximation of a super-Gaussian, and their paraxial evolution can be treated using straightforward analytical tools.

A super-Gaussian can be reproduced according to the relation \( S(x, p) \cong F(ax, m) \), with \( a, m \) conveniently chosen in correspondence of the order \( p \) of the super-Gaussian. An example is shown in Figure 3.1, where we have made the comparison between \( F(4.76x, 20) \) and a super-Gaussian of order \( p = 10 \).

In Figure 3.2, we also report a comparison between a flattened beam function (FBF) and an ordinary Gaussian.

A first useful information characterizing the FBF can be obtained by deriving the differential equation they satisfy. By noting indeed that

\[ e_m(x^2) = \exp(x^2) F(x, m), \] (3.3)

we find from (1.7) that

\[ \tilde{T}_m\left[ \exp(x^2) F(x, m) \right] = 0, \]
\[ \tilde{T}_m = \xi \left( \frac{d}{d\xi} \right)^2 - (m + \xi) \frac{d}{d\xi} + m, \] (3.4)
\[ \xi = x^2, \]

which explicitly yield the fairly simple form

\[ xF''(x, m) + 2\left(x^2 - m - \frac{1}{2}\right)F'(x, m) = 0. \] (3.5)

The use of the rules which we have established in Section 2 allows the derivation of a simple formula yielding the successive derivatives of the FBF. By noting indeed that

\[ \left( \frac{d}{dx} \right)^s e_m(x^2) = \tilde{H}_s(2x, 1 | m)e_m(x^2) = s! \sum_{r=0}^{[s/2]} \frac{(2x)^{s-2r}}{(s-2r)!r!} e_{m-s-r}(x^2) \] (3.6)

and that

\[ \left( \frac{d}{dx} \right)^s \exp(-x^2) = (-1)^s H_s(2x, -1) \exp(-x^2) \] (3.7)
Figure 3.1. Comparison between a super-Gaussian with $p = 10$ (dotted curve) and a flattened beam function $F(bx,m)$, $b = 4.76$, $m = 20$ (solid curve); the two curves are undistinguishable.

Figure 3.2. Flattened beam (dotted: $m = 8$, continuous: $m = 4$) and Gaussian (dashed).

(note that $H_n(2x, -1) = H_n(x) = n! \sum_{r=0}^{[n/2]}((-1)^r(2x)^{n-2r}/(n-2r)!r!)$ are the ordinary Hermite defined by the g.f. $\exp(2xt - t^2)$, we obtain

$$\left(\frac{d}{dx}\right)^p F(x,m) = \sum_{r=0}^{p} \binom{p}{r} (-1)^r \tilde{H}_{p-r}(2x, 1 | m) H_r(2x, -1)F(x,m). \quad (3.8)$$

Let us now discuss how the above formalism can be exploited to treat problems associated with the propagation of an FBF.
We therefore consider the following heat-type equation:

\[
\frac{\partial}{\partial t} Y(x, t) = \frac{\partial^2}{\partial x^2} Y(x, t),
\]

\[
Y(x, 0) = F(x, m),
\]

whose formal solution can be written as

\[
Y(x, t) = \exp \left( t \left( \frac{\partial}{\partial x} \right)^2 \right) F(x, m).
\]

To get an explicit solution, we should recall some rules of operational nature.

The use of the well-known identity

\[
\exp \left( b \frac{\partial^2}{\partial x^2} \right) [x^n g(x)] = \left[ \exp \left( b \frac{\partial^2}{\partial x^2} \right) x^n \exp \left( - b \frac{\partial^2}{\partial x^2} \right) \right] \exp \left( b \frac{\partial^2}{\partial x^2} \right) g(x)
\]

\[
= (x + 2b \frac{\partial}{\partial x})^n \exp \left( b \frac{\partial^2}{\partial x^2} \right) g(x)
\]

yields

\[
\exp \left( t \left( \frac{\partial}{\partial x} \right)^2 \right) F(x, m) = \sum_{r=0}^{m} \frac{(x + (2t)\partial/\partial x)^{2r}}{r!} \exp \left( t \left( \frac{\partial}{\partial x} \right)^2 \right) \exp (- x^2);
\]

making therefore a combined use of the modified Burchnall formula (see, e.g., [3])

\[
(x + 2b \frac{\partial}{\partial x})^n = \sum_{r=0}^{n} (2b)^r \binom{n}{r} H_{n-r}(x, b) \left( \frac{\partial}{\partial x} \right)^r
\]

of the identity (some times referred to as the Gleisher operational rule (see [8]))

\[
\exp \left( t \left( \frac{\partial}{\partial x} \right)^2 \right) \exp (- x^2) = \frac{1}{\sqrt{1+4t}} \exp \left( - \frac{x^2}{1+4t} \right)
\]

and of the following properties of the Hermite polynomials:

\[
a^n H_n(x, y) = H_n(ax, a^2 y),
\]

\[
\sum_{s=0}^{n} \binom{n}{s} H_{n-s}(x, y) H_s(x', y') = H_n(x + x', y + y'),
\]

\[
\left( \frac{\partial}{\partial x} \right)^n \exp(ax^2) = H_n(2ax, a) \exp(ax^2),
\]

we end up with

\[
Y(x, t) = \frac{1}{\sqrt{1+4t}} \Omega_m \left( \frac{x}{1+4t}, \frac{t}{1+4t} \mid 2 \right) \exp \left( - \frac{x^2}{1+4t} \right).
\]
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\[ t = 0 \]
\[ t = 8 \]

Figure 3.3. FBF evolution \( m = 8 \) at different times (continuous: \( t = 0 \); dotted: \( t = 2 \); dashed: \( t = 8 \)).

where we have defined

\[
\Omega_m(x, y | p) = \sum_{r=0}^{m} \frac{H_{pr}(x, y)}{r!} \tag{3.17}
\]

which is a Hermite-based polynomial of the truncated exponential, whose properties have been studied in [4]. An example of evolution at different times of the \( Y(x,t) \) function is given in Figure 3.3.

Analogous results can be obtained for the case of the free paraxial (Schrödinger) equation

\[
i \frac{\partial}{\partial t} Y(x,t) = -\frac{\partial^2}{\partial x^2} Y(x,t),
\]

\[
Y(x,0) = F(x,m)
\tag{3.18}
\]

whose solution is omitted for the sake of conciseness.

4. Concluding remarks

Before closing the paper, let us add some comments aimed at better framing the obtained results.

We therefore go back to the definition of FBF and consider the evaluation of average quantities like

\[
\langle x^p \rangle = \int_{-\infty}^{\infty} x^p F(x,m) dx. \tag{4.1}
\]

To perform such a calculation, we consider the following integral:

\[
\Sigma_{p,m}(a, b, c) = \int_{-\infty}^{\infty} x^p H_n(ax, by) \exp(-cx^2) dx. \tag{4.2}
\]
The explicit evaluation of this integral can be done using the generating function method (1.7), thus we get

$$
\Sigma_{p,m}(a,b,c) = \sqrt{\frac{\pi}{c}} H_{m,p} \left( 0, \frac{a^2 + 4bcy}{4c}; 0, \frac{1}{4c} \right), \quad (4.3)
$$

where

$$
H_{m,n}(x,y;z,w \mid \zeta) = m!n! \sum_{r=0}^{[m,n]} \frac{\zeta^{H_{m-r}(x,y)H_{n-r}(z,w)}}{r!(n-r)!(m-r)!} \quad (4.4)
$$

are two index Hermite polynomials (see [2, 3]). It is easily checked that in the case of (4.3) the odd indices are zero. It is therefore evident that the FBF root mean square at different times can be written as

$$
\langle x^2 \rangle = \sqrt{\pi} \sum_{r=0}^{m} \frac{H_{2r,2}(0,(x^2+4t)/4(1+4t);0,(1+4t)/4 \mid x/2)}{(r)!} \quad (4.5)
$$

which can be exploited to study the behavior of transverse section of a flattened beam.

The function

$$
g(x,m) = e_m(-x^2) \quad (4.6)
$$

can be considered a kind of truncated Gaussian and can be exploited in the theory of approximation; it shares interesting properties with the ordinary Gaussian and indeed we get

$$
(-1)^s \left( \frac{d}{dx} \right)^s e_m(-x^2) = \tilde{H}_s(2x,-1 \mid m)e_m(-x^2) \quad (4.7)
$$

and also the Gleisher type formula

$$
\exp \left( t \left( \frac{\partial}{\partial x} \right)^2 \right) e_m(-x^2) = H e_m(-x^2,t), \quad (4.8)
$$

where

$$
H e_n(-x^2,y) = \sum_{r=0}^{n} \frac{(-1)^r}{r!} H_{2r}(x,y). \quad (4.9)
$$

We have stressed that the use of FBF simplifies the problems associated with the evaluation of beam transport, which in the case of super-Gaussian beams should be evaluated numerically. We have shown that analytical solutions can be obtained using operational methods and the properties of the TEP. Different methods can however be adopted. As also indicated in [6], the use of the expansion of the TEP in terms of Laguerre polynomials allows the use of the properties of Laguerre-Gauss optical beams, whose propagation properties are well documented in the literature (see [7]) and the method we have proposed is just an alternative to this early suggestion.
The properties of the THPE and of their applications go far beyond the topics we have discussed in this paper. In forthcoming investigations, we will extend the present analysis and discuss the importance of THPE in combinatorics.
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