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We introduce Szegő projections for Hardy spaces of monogenic functions defined on a bounded domain \( \Omega \) in \( \mathbb{R}^n \). We use such projections to obtain explicit orthogonal decompositions for \( L^2(\partial \Omega) \). As an application, we obtain an explicit representation of the solution of the Dirichlet problem for balls and half spaces with \( L^2 \), Clifford algebra-valued, boundary datum.


1. Introduction. This note is aimed to a mixed audience of complex analysts and Clifford analysts. Complex analysts should be interested in the idea that certain features of complex function theory in the plane which are lost in higher dimensions can be recovered by embedding \( \mathbb{C}^n \) into a Clifford algebra of suitable dimension. We also hope to attract more Clifford analysts to the study of Szegő projections onto Hardy spaces of monogenic functions; we expect that this subject will lead to interesting applications in the areas of partial differential equations and boundary value problems.

The origins of the questions raised in this note go back to earlier work of Bell on the study of the Szegő projection for a smooth, bounded, simply connected domain in the complex plane. More precisely, in [3], Bell has produced a new method yielding the explicit representation plus existence and regularity for the solution of the classical Dirichlet problem (see Section 2).

The formulas obtained by Bell are very elegant and highly explicit but have the shortcoming of being confined to the two-dimensional setting. This is because a harmonic function of several complex variables needs not be the real part of a holomorphic function (not even locally), and very simple examples can be exhibited to this extent (see [23]).

The question then arises whether this obstacle may be circumvented by embedding \( \mathbb{C}^n \) into some larger environment, one where the solution of the Dirichlet problem can be represented in terms of a suitable analog of the Szegő projection. Clifford algebras appear to be a natural candidate for doing so, as under many respects their structure resembles the complex plane. For example, it is true that in certain domains in \( \mathbb{R}^n \) a (scalar-valued) harmonic function can be expressed as the scalar part of a two-sided monogenic function taking values in \( C\ell_{(n-1)} \) (see [11, 19]). However, the noncommutative nature of Clifford algebras raises new obstacles, in particular, the
striking fact that monogenic functions are no longer an algebra, as the pointwise multiplication of two monogenic functions needs not be monogenic. Moreover, higher-dimensional Clifford algebras contain zero divisors, and therefore the problem of studying the invertibility of a $\mathcal{C}^{\ell}_{n}$-valued function becomes far more complex than looking for its zeroes.

Our main concern here is to show that Szegő projections onto Hardy spaces of left and right monogenic functions may be effectively used to give orthogonal decompositions for the space $L^2(b\Omega)$, where $\Omega \subset \mathbb{R}^n$ is a domain with reasonably smooth (i.e., Lipschitz) boundary. Such decompositions extend well-known results for the plane proved by Schiffer in the fifties (see [25]), but in our context a new interplay of left and right operators appears which, in the commutative setting is, of course, unheard of.

As an application, we obtain a new representation of the solution of the $L^2$-Dirichlet problem on a ball or a half space in $\mathbb{R}^n$ where the boundary datum takes values in $\mathcal{C}^{\ell}_{(n-1)}$ ($\mathbb{R}$ or $\mathbb{C}$ can, of course, be embedded in $\mathcal{C}^{\ell}_{(n-1)}$). The obstacles that one meets when trying to extend this result to an arbitrary domain in $\mathbb{R}^n$ (even under the assumption that the boundary be $C^\infty$-smooth) lead to several open questions, here we just mention the problem of characterizing the domains for which the Szegő kernel is a (nonvanishing) invertible function with monogenic inverse.

The structure of this note is as follows. In Section 2, we briefly recall the results of Bell which motivated our work. In Section 3, we review the main properties of Clifford algebras that are of interest here. In Section 4, we present two orthogonal decompositions for the space of square-integrable, $\mathcal{C}^{\ell}_{n}$-valued functions defined on the boundary of a (Lipschitz) domain in $\mathbb{R}^{n+1}$. Finally, in Section 5, we show how to use such decompositions to solve the Dirichlet problem for a ball or a half space in $\mathbb{R}^{n+1}$.

2. Bell’s theorems for the plane. All the facts and results that are about to be stated in this section are taken from [3] (see also [1, 2]). Let $\Omega \subset \mathbb{C}$ denote a bounded, simply connected domain with $C^\infty$-smooth boundary. We define the Hardy space $H^2(b\Omega)$ as the (boundary values of the) $L^2(b\Omega)$-closure of the space of functions which are analytic in $\Omega$ and of class $C^\infty$ up to the boundary. The Hardy space is thus a closed subspace of a Hilbert space and, as such, it has an orthogonal projection $P : L^2(b\Omega) \to H^2(b\Omega)$ which is known as the Szegő projection. Such projection has a singular integral representation in terms of the Szegő kernel function $S_{a}(z) := S(z,a)$, $z \in \bar{\Omega}$, $a \in \Omega$. The orthogonal complement of the Szegő projection also has a singular integral representation whose kernel is known as the Garabedian kernel, $L_{a}$. The properties of $S_{a}$ and $L_{a}$ are strictly connected to the smoothness of the domain. In particular, if the domain is of class $C^\infty$, $S_{a}$ is an analytic function of class $C^\infty$ up to the boundary, and $S_{a}(z) \neq 0$ for any $z \in \bar{\Omega}$. The Garabedian kernel $L_{a}$ is also never-vanishing in $\bar{\Omega}$; it is analytic in $\Omega \setminus \{a\}$ and its singularity at $\{a\}$ is precisely $1/(z-a)$. Moreover, $L_{a}$ is of class $C^\infty$ in $\bar{\Omega} \setminus \{a\}$.

The Szegő projection and the Szegő and Garabedian kernels may be used to solve the classical Dirichlet problem.

**Theorem 2.1** (see [3]). *Let $\Omega \subset \mathbb{C}$ denote a bounded, simply connected domain with $C^\infty$-smooth boundary. Let $a \in \Omega$ be a point fixed arbitrarily and let $\varphi \in C^\infty(b\Omega)$ be*
given. Then, the classical Dirichlet problem
\[ \Delta u(z) = 0, \quad z \in \Omega, \]
\[ u(z) = \varphi(z), \quad z \in \partial \Omega \]
has the unique solution
\[ u = h + \bar{H}, \quad \] (2.2)
where \( h \) and \( H \) are two analytic functions of class \( C^\infty \) up to the boundary of \( \Omega \), which can be explicitly represented as follows:
\[ h = \frac{P(S_a \varphi)}{S_a}, \quad H = \frac{P(L_a \bar{\varphi})}{L_a}. \quad \] (2.3)

3. Clifford algebras: background information. We briefly review some basic definitions and properties of quaternionic function theory. A more exhaustive introduction can be found in the excellent books [5, 9] where the reader can find a study of the function theory corresponding to the Dirac operator (and related special functions), as well as a treatment of residual theory. For a point of view closer to harmonic analysis we refer to [10]. A summary of developments in Clifford and quaternionic analysis and its relations to physics (plus some numerical analysis) is contained in [12]. We conclude this list by mentioning that both [11, 15] emphasize applications to problems in physics, the latter in greater detail.

Let \( \mathbb{R}^n \) denote the Euclidean space. The \textit{real Clifford Algebra associated with} \( \mathbb{R}^n \), denoted \( \mathbb{C}\ell_n \), is defined as the minimal enlargement of \( \mathbb{R}^n \) to a unitary algebra not generated by any proper subspace of \( \mathbb{R}^n \), with the property that \( x^2 = -|x|^2 \) for any \( x \in \mathbb{R}^n \). This implies that
\[ e_j e_k + e_k e_j = -2 \delta_{jk}, \quad j, k \geq 1, \quad \] (3.1)
where \( \{e_j\}_{j=1}^n \) denote the generating elements of \( \mathbb{C}\ell_n \), which are usually identified with the standard orthonormal basis in \( \mathbb{R}^n \).

If we let \( e_0 = 1 \) denote the unit element of the algebra, it is then clear that any element \( a \in \mathbb{C}\ell_n \) can be uniquely represented as
\[ a = \sum_{l=0}^{n} \sum_{|I|=l} a_I e_I, \quad a_I \in \mathbb{R}, \quad \] (3.2)
where \( e_I = e_{i_1} e_{i_2} \cdots e_{i_l}, 1 \leq i_1 < i_2 < \cdots < i_l \leq n, I = (i_1, i_2, \ldots, i_n) \). This means that the algebra \( \mathbb{C}\ell_n \) is a \( 2^n \)-dimensional vector space and a basis is given by all possible (ordered) products of the generating elements.

The \textit{Clifford conjugation on} \( \mathbb{C}\ell_n \) is defined as the unique (real-) linear involution on \( \mathbb{C}\ell_n \) with \( \bar{e}_I e_I = e_I \bar{e}_I = 1 \), for all \( I \). Thus
\[ \bar{a} = \sum_{l=0}^{n} \sum_{|I|=l} a_I \bar{e}_I, \quad \bar{e}_I = (-1)^{(|I|+1)/2} e_I, \quad |I| = l. \quad \] (3.3)

We define the \textit{scalar part of} \( a \), denoted \( \text{Sc}(a) \), by
\[ \text{Sc}(a) = a_0 e_0. \quad \] (3.4)
It is customary to view $\mathbb{R}^{n+1}$ as embedded into $\mathbb{C}l_n$. Then, for $x \in \mathbb{R}^{n+1}$, a Clifford-valued function $f(x)$ is defined as

$$f(x) = \sum_{l=0}^{n} \sum_{I=I}^{l} f_I(x)e_I,$$

(3.5)

where $f_I$ are given scalar-valued functions, that is, $f_I : \Omega \to \mathbb{R}$, where $\Omega$ denotes an open subset in $\mathbb{R}^{n+1}$. Properties such as continuity, differentiability, and so forth which are ascribed to $f(x)$ have to be possessed by all components $f_I(x)$.

Next, we introduce the Dirac operator

$$D := \sum_{j=0}^{n} e_j \frac{\partial}{\partial x_j}.$$  

(3.6)

A (Clifford algebra-valued) function $f$ is called left-monogenic in a domain $\Omega \subset \mathbb{R}^{n+1}$ if and only if

$$Df = \sum_{j=0}^{n} \sum_{l=0}^{n} \sum_{I=I}^{l} \frac{\partial f_I}{\partial x_j}(x)e_je_l = 0, \quad x \in \Omega,$$

(3.7)

and right-monogenic if and only if

$$fD = \sum_{j=0}^{n} \sum_{l=0}^{n} \sum_{I=I}^{l} \frac{\partial f_I}{\partial x_j}(x)e_je_l = 0, \quad x \in \Omega.$$  

(3.8)

Due to the noncommutative structure of $\mathbb{C}l_n$ ($n \geq 2$), a left-monogenic function need not be right monogenic and vice versa. For example, in $\mathbb{C}l_2$, it can be easily verified that the function $w(x_0, x_1, x_2) := x_0e_0 + (x_0 + x_2)e_2 + x_1 e_{12}$ is left but not right monogenic.

Functions that are both left and right monogenic are called two-sided monogenic.

A classical example of an element in this class is given by the Cauchy-kernel in $\mathbb{R}^{n+1}$, namely

$$e(x) = \frac{1}{\sigma_n} \frac{\bar{x}}{|\bar{x}|^{n+1}}, \quad x \neq 0.$$  

(3.9)

Here, $\sigma_n$ denotes the surface measure of the unit sphere in $\mathbb{R}^{n+1}$. The Cauchy kernel is a fundamental solution of $D$ and it may be used to define several integral operators (see Section 4).

For a $\mathbb{C}l_n$-valued function $u(x) = \sum_{I=0}^{n} \sum_{|I|=l} u_I(x)e_I$, the Laplacian of $u$, denoted $\Delta u$, is the $\mathbb{C}l_n$-valued function

$$\Delta u(x) := \sum_{I=0}^{n} \sum_{|I|=l} \Delta u_I(x)e_I, \quad \Delta u_I(x) = \sum_{j=1}^{n} \frac{\partial^2 u_I}{\partial x_j^2}(x).$$

(3.10)

Thus, $u$ is harmonic if and only if all its components so are.

The Dirac operator and the Laplacian are directly connected to one another via the formula

$$\tilde{D}D = D\tilde{D} = \Delta,$$

(3.11)

which shows that monogenic functions are harmonic.
In what follows, we need to be able to connect the behavior of a function inside the domain with the values attained on the boundary. This can be achieved via the Stokes’ formula (see [9])

\[ \int_{b\Omega} u(x) n(x) v(x) d\sigma(x) = \iint_{\Omega} (uD)(x) v(x) dx + \iint_{\Omega} u(x)(Dv)(x) dx, \quad (3.12) \]

where \(d\sigma\) denotes surface measure for \(b\Omega\), \(dx\) denotes volume measure for \(\Omega\), and \(n\) denotes the outward normal unit vector.

The Clifford algebra \(C\ell_n\) and the Dirac operator \(D\) can be interpreted as higher-dimensional analogs of the complex numbers and the \(\bar{\partial}\)-operator, respectively. In this sense monogenic functions are the analog of analytic functions in the complex plane. Indeed, in the case \(n = 1\) the algebra \(C\ell_1\) coincides with the complex numbers via the obvious identifications \(e_0 := 1\) and \(e_1 := i\).

However, in higher dimensions the noncommutative structure of the algebras induces fundamental differences with the complex case; in particular, monogenic functions are no longer closed under pointwise Clifford multiplication, and it is very easy to produce examples to this end: the two functions \(u(x_0, x_1, x_2) := x_1e_2 + x_2e_1\); \(v(x_0, x_1, x_2) := x_1e_1 - x_2e_2\) are two-sided monogenic but their pointwise multiplication is neither left nor right monogenic. The function \(v\) in the example above may also be used to show that neither the square nor the inverse of an (invertible) monogenic function need be monogenic.

Another feature that makes a higher-dimensional Clifford algebra into a quite different environment from the complex space is the existence of zero divisors \((n \geq 3)\); for instance, for the two nonzero elements \(w_1 := 1 + e_1e_2e_3\), \(w_2 := 1 - e_1e_2e_3 \in C\ell_3\) we have \(w_1w_2 = 0\), as is easily verified. The problem of deciding whether a \(C\ell_n\)-valued function has a multiplicative inverse is therefore more involved than just checking that the function is nonvanishing. Nonetheless, if \(u\) is a paravector in \(C\ell_n\), that is, \(u = \sum_{j=0}^{n} u_j e_j\), then \(u\) is invertible if and only if

\[ u\tilde{u} = \tilde{u}u \neq 0, \quad (3.13) \]

and the equality \(u\tilde{u} = Sc(u\tilde{u}) = Sc(\tilde{u}u) = \sum_{j=0}^{n} u_j^2\) may be used to show that the inverse element is given by

\[ u^{-1} = \frac{\tilde{u}}{\tilde{u}u}. \quad (3.14) \]

In particular, we have that the Cauchy kernel \(e(x), x \neq 0\), is an invertible paravector-valued function.

4. Orthogonal decompositions for spaces of \(C\ell_n\)-valued functions. Let \(\Omega \subset \mathbb{R}^{n+1}\) denote an open set with Lipschitz boundary. The space of \(C\ell_n\)-valued, square-integrable functions on \(b\Omega\), denoted \(L^2(b\Omega)\), is defined as follows:

\[ L^2(b\Omega) = \left\{ f \mid f : b\Omega \rightarrow C\ell_n, \int_{b\Omega} |f(x)|^2 d\sigma(x) < +\infty \right\}, \quad (4.1) \]
where \( f(x) = \sum_{l=0}^{n} \sum_{|I|=l} f_I(x) e_I, \) \(|f(x)|^2 = \text{Sc}(f(x)\overline{f(x)}) = \sum_{l=0}^{n} \sum_{|I|=l} |f_I(x)|^2. \) The space \( L^2(b\Omega) \) is endowed with an inner product
\[
\langle u, v \rangle := \text{Sc} \left( \int_{b\Omega} \bar{u}(x) v(x) d\sigma(x) \right) = \text{Sc} \left( \int_{b\Omega} u(x) \bar{v}(x) d\sigma(x) \right).
\] (4.2)

Two important subspaces of \( L^2(b\Omega) \) are the so-called left and right Hardy spaces of monogenic functions, namely
\[
H^2_l(b\Omega) := \{ f^+ \mid f \text{ left monogenic in } \Omega, f^* \in L^2(b\Omega) \}, \quad H^2_r(b\Omega) := \{ g^+ \mid g \text{ right monogenic in } \Omega, g^* \in L^2(b\Omega) \}.
\] (4.3)

Here, \( h^+ \) and \( h^* \) denote, respectively, the nontangential limit and the nontangential maximal function of \( h \) (see [13]). It is well known that both \( H^2_l(b\Omega) \) and \( H^2_r(b\Omega) \) are closed subspaces of \( L^2(b\Omega) \) (see [16]). A complete characterization of these spaces may be found in [20].

Next, we introduce a few projection operators of \( L^2(b\Omega) \) onto the Hardy spaces which will be of central interest to us. In what follows, we let the symbol \( e(x-y) \) denote the kernel given in (3.9). Any function denoted by either \( u \) or \( v \) is assumed to be in \( L^2(b\Omega) \).

We begin by recalling the classical left and right Cauchy integral operators
\[
C_l v(x) := \int_{b\Omega} e(x-y)n(y)v(y)d\sigma(y), \quad C_r v(x) := \int_{b\Omega} v(y)n(y)e(x-y)d\sigma(y),
\] (4.4)

where \( x \in \Omega \).

Left Cauchy integrals are left monogenic in \( \Omega \), and right Cauchy integrals are right monogenic. Two versions of the Cauchy integral formula, one for right monogenic functions and another for left monogenic functions are known to be valid in this setting, namely (see [20])
\[
f(x) = (C_l f)(x), \quad x \in \Omega, \ f \in C(\tilde{\Omega}), \ Df = 0,
g(x) = (C_r g)(x), \quad x \in \Omega, \ g \in C(\tilde{\Omega}), \ gD = 0.
\] (4.5)

The principal values of the Cauchy integrals give rise to two boundary operators, denoted \( K_l \) and \( K_r \), respectively, which are closely related to the Hilbert transform
\[
K_l v(x) := 2 \text{ p.v.} \int_{b\Omega} e(x-y)n(y)v(y)d\sigma(y), \quad \text{a.e. } x \in b\Omega,
\]
\[
K_r v(x) := 2 \text{ p.v.} \int_{b\Omega} v(y)n(y)e(x-y)d\sigma(y), \quad \text{a.e. } x \in b\Omega,
\] (4.6)

where p.v. denotes principal value.

It is a classical result that if the boundary of \( \Omega \) is a smooth surface then both \( K_l \) and \( K_r \) are well-defined, bounded operators on \( L^2(b\Omega) \) (see [5, 9, 10, 11, 12, 20]). In fact, in the early eighties, Coifman, McIntosh, and Meyer were able to prove that \( K_l \) and \(
and $K_r$ are well defined and bounded even when the smoothness of $b\Omega$ is reduced to Lipschitz (see [8] and, for Clifford algebras, [17, 18, 20]). We define the left and right Cauchy transforms, denoted, respectively, $C_i^+$ and $C_r^+$, as the two boundary operators given by the nontangential limits of the left and right Cauchy integrals. The classical Plemelj formula can be applied to obtain the following explicit representations for the Cauchy transforms (see [20]):

$$C_i^+ u(x) = \frac{1}{2} \left[ (I + K_l)u \right](x), \quad C_r^+ u(x) = \frac{1}{2} \left[ (I + K_r)u \right](x), \quad \text{a.e. } x \in b\Omega,$$

(4.7)

where $I$ denotes the identity on $L^2(b\Omega)$. The $L^2(b\Omega)$-boundedness of the operators $K_l$ and $K_r$ together with the monogenicity of the Cauchy integrals imply at once that $C_i^+$ and $C_r^+$ are bounded projections acting among the following spaces:

$$C_i^+: L^2(b\Omega) \to H_i^2(b\Omega), \quad C_r^+: L^2(b\Omega) \to H_r^2(b\Omega).$$

(4.8)

Following [3], we now produce explicit representations for the $L^2(b\Omega)$-adjoints of these operators.

**LEMMA 4.1.** With the notations and assumptions above, for any $v \in L^2(b\Omega)$ and for a.e. $x \in b\Omega$, the following representation formulas hold:

$$(C_i^+)^* v(x) = \frac{1}{2} \left[ v(x) - \bar{n}(x)K_r(\bar{v}v)(x) \right],$$

$$(C_r^+)^* v(x) = \frac{1}{2} \left[ v(x) - K_l(\bar{v}v)(x)\bar{n}(x) \right].$$

(4.9)

**PROOF.** We show how to prove the formula for $(C_i^+)^*$, the proof for $(C_r^+)^*$ being similar. Because of the Plemelj formula (4.7) it is clear that all we need to show is the equality $K_i^* v(x) = -\bar{n}(x)K_r(\bar{v}v)(x)$. In this regard, we have

$$\langle K_i u, v \rangle = \text{Sc} \left( \int_{b\Omega} \bar{K_i u(x)} v(x) d\sigma(x) \right)$$

$$= \text{Sc} \left( \int_{b\Omega} 2 \text{ p.v.} \left( \int_{b\Omega} \bar{e(x-y)}n(y)u(y)d\sigma(y) \right) v(x) d\sigma(x) \right)$$

$$= \text{Sc} \left( \int_{b\Omega} \bar{u(y)}\bar{n}(y)2 \text{ p.v.} \int_{b\Omega} \bar{e(x-y)}\bar{n}(x)(n(x)v(x))d\sigma(x)d\sigma(y) \right)$$

$$= \text{Sc} \left( \int_{b\Omega} \bar{u(y)}\bar{n}(y) \left[ 2 \text{ p.v.} \int_{b\Omega} \bar{n}(x)v(x))n(x)e(x-y)d\sigma(x) \right] d\sigma(y) \right)$$

$$= -\text{Sc} \left( \int_{b\Omega} \bar{u(y)}\bar{n}(y) \left[ 2 \text{ p.v.} \int_{b\Omega} \bar{n}(x)v(x))n(x)e(y-x)d\sigma(x) \right] d\sigma(y) \right)$$

$$= \langle u, -\bar{n}K_r(\bar{v}v) \rangle.$$

(4.10)

The proof is concluded. \qed
Lemma 4.1 may be used to characterize the orthogonal complements of the spaces \( H^2_r(b\Omega) \) and \( H^2_l(b\Omega) \), as follows.

**Lemma 4.2.** Let \( v \in L^2(b\Omega) \). Then \( v \in (H^2_r(b\Omega))^\perp \) if and only if \( v = \overline{Hn} \) for some \( H \in H^2_r(b\Omega) \), where \( n \) denotes the outward normal unit vector.

**Proof.** We begin by showing that functions of the form \( \overline{Hn} \), with \( H \in H^2_r(b\Omega) \) are orthogonal to the space \( H^2_r(b\Omega) \). In fact, for any given \( u \in H^2_r(b\Omega) \) and \( H \in H^2_r(b\Omega) \), Stokes' formula (3.12) readily implies that

\[
\langle \overline{Hn}, u \rangle = \text{Sc} \left( \int_{\Omega} H(x)n(x)u(x)d\sigma(x) \right) = 0. \tag{4.11}
\]

On the other hand, for \( v \in (H^2_r(b\Omega))^\perp \) and \( u \in L^2(b\Omega) \) we have \( 0 = \langle C^+_l u, v \rangle = \langle u, (C^+_l)^* v \rangle \), so that \((C^+_l)^* v = 0\). By applying Lemma 4.1 it thus follows that

\[
v = \tilde{n}K_r(\overline{n\nu}) = K_r(\overline{n\nu})n = (2C^+_l(\overline{n\nu}) - \overline{n\nu})n = (2(\overline{C^+_l(\overline{n\nu})})n - \overline{v}) \tag{4.12}
\]

and we obtain \( v = \overline{Hn} \) with \( H := C^+_l(\overline{n\nu}) \). The proof is concluded. \( \square \)

The following similar result holds for the orthogonal complement of the right Hardy space.

**Lemma 4.3.** Let \( v \in L^2(b\Omega) \). Then \( v \in (H^2_l(b\Omega))^\perp \) if and only if, \( v = \overline{nH} \) for some \( h \in H^2_l(b\Omega) \), where \( n \) denotes the outward normal unit vector.

From the formulas in Lemma 4.1 it is clear that, in general, Cauchy transforms are not selfadjoint projections (see also [14]). Because \( H^2_r(b\Omega) \) and \( H^2_l(b\Omega) \) are closed subspaces of \( L^2(b\Omega) \) the classical theory of Hilbert spaces grants the existence of orthogonal (i.e., selfadjoint) projections onto such subspaces. We call such projections the *left and right Szegö projections* for \( L^2(b\Omega) \), denoted \( P_l \) and \( P_r \). In short, we have

\[
P_l : L^2(b\Omega) \rightarrow H^2_l(b\Omega), \quad P_r : L^2(b\Omega) \rightarrow H^2_r(b\Omega),
||P_r|| = 1 = ||P_l||, \quad \text{that is,} \quad P_r = P_l^*, P_l = P_r^*.
\tag{4.13}
\]

Here, the symbol \( || \cdot || \) denotes operator norm.

Any function \( u \in L^2(b\Omega) \) admits orthogonal decompositions in terms of \( P_r, P_l \), and their orthogonal complements. These formulas can be made explicit by applying Lemmas 4.2 and 4.3, as follows.

**Theorem 4.4.** With the same notations and assumptions as above, any function \( u \in L^2(b\Omega) \) has the following unique orthogonal decomposition in \( L^2(b\Omega) \):

\[
P_l u + P_r(\overline{n\nu})n = u = P_r u + nP_l(\overline{Hn}). \tag{4.14}
\]

**Proof.** It is enough to show the first equality. We have \( u = P_l u + (P_l^* u) = P_l u + \overline{Hn} \), for some \( H \in H^2_r(b\Omega) \) (see Lemma 4.3). Hence, \( \tilde{u} = P_l \tilde{u} + Hn \), so that \( \tilde{n} \tilde{u} = P_l \tilde{u} \tilde{n} + H \), that is, \( \overline{n\nu} = nP_l\tilde{u} + H \), with \( H \in H^2_r(b\Omega) \) and \( nP_l\tilde{u} \in H^2_r(b\Omega)^\perp \). The uniqueness property of orthogonal decompositions may now be applied to obtain \( H = P_r(\overline{n\nu}) \). The proof is concluded. \( \square \)
We conclude this section by introducing the so-called Kerzman-Stein equations for $P_l$ and $P_r$. Let $A_l$ and $A_r$ denote, respectively, the left and right Kerzman-Stein operators, that is,

$$A_l := (C_l^+) - C_l = \frac{1}{2}(K_l^* - K_l), \quad A_r := (C_r^+) - C_r = \frac{1}{2}(K_r^* - K_r).$$

The two Kerzman-Stein operators are $L^2(b\Omega)$-bounded and skew-adjoint (see [14]); in particular, we have (see [16] and, for a related result in a different context, [26]).

**Lemma 4.5.** Let $\Omega \subset \mathbb{R}^{n+1}$ denote a bounded domain with Lipschitz boundary. With the same notations as above, $I - A_l$ and $I - A_r$ are invertible on $L^2(b\Omega)$ (here, $I$ denotes the identity on $L^2(b\Omega)$).

**Lemma 4.5** is the key ingredient for proving the equations of Kerzman and Stein for $P_l$ and $P_r$.

**Theorem 4.6.** With the same notations and assumptions as above,

$$P_l = C_l^+(I - A_l)^{-1}, \quad P_r = C_r^+(I - A_r)^{-1}.$$  \hfill (4.16)

**Proof.** As usual, it suffices to give a proof for just one of the two equations, say the one for $P_l$. Let $v$ denote an arbitrary element of $L^2(b\Omega)$. We have

\[
[I - A_l]v = \left[I - \frac{1}{2}(K_l^* - K_l)\right]v = \frac{1}{2}(v - K_l^* v) + \frac{1}{2}(v + K_l v) = \frac{1}{2}\left(v + \hat{n}K_r(\overline{v})\right) + \frac{1}{2}(v + K_l v) = \hat{n} \frac{1}{2} \left(n v + K_r(\overline{v})\right) + C_l^+ v
\]

(4.17)

and $C_l^+(\overline{v})$ is orthogonal to $H_l^2(b\Omega)$ (see Lemma 4.2). The conclusion follows by applying $P_l$ to the very first and the very last terms in the sequel of the equalities above.

Just as in the case of the plane, the importance of the equations of Kerzman and Stein rests on the fact that they provide a quite explicit representation for the Szegő projections, which are defined only in an abstract way, in terms of the Cauchy transforms which are, instead, completely explicit operators (see (4.6) and (4.7)). But this is not all, as even deeper applications may be obtained by regarding the Kerzman-Stein equations as vehicles to deduce new properties of the Szegő projections from known properties of the corresponding Cauchy transforms, and vice versa (see [1, 3]). This well-known subject eludes our current purposes and we will not discuss it in detail. We just wish to mention that in the case when the domain has $C^\infty$-smooth boundary, exactly the same arguments as those given in [14] for the case of the plane may be applied to show that both $A_l$ and $A_r$ are smoothing operators. It thus follows that $P_l$ (resp., $P_r$) and $C_l^+$ (resp., $C_r^+$) have the same type of regularity, that is, they both map the space $C^\infty(b\Omega)$ to the space $C^\infty(\Omega)$ (see [3, 20]).
5. **One application.** We finally show in this section how to use Theorem 4.4 to obtain a higher-dimensional generalization of Theorem 2.1 in the case of balls or half spaces. We have the following theorem.

**Theorem 5.1.** Let \( \Omega = \{ x \in \mathbb{R}^{n+1} \mid |x-a|^2 < R^2 \} \) and let \( \varphi : b\Omega \to C_\ell, \varphi \in L^2(b\Omega) \), be given. Using the notations introduced in the previous sections, the Dirichlet problem

\[
\Delta u = 0 \quad \text{in} \quad \Omega, \quad u^* \in L^2(b\Omega), \quad u^+ = \varphi \quad \text{on} \quad b\Omega,
\]

has the unique solution

\[
u(x) = (P_l \varphi)(x) + \left[ P_r \left( \frac{x-a}{R} \right) \varphi \right](x) \left( \frac{x-a}{R} \right).
\]

Here, \( u^* \) and \( u^+ \) denote, respectively, the nontangential maximal function and the nontangential limit of \( u \) (see [13]).

**Proof.** To simplify the notations we assume that \( \Omega \) is the unit ball centered at the origin, that is, \( a = 0 \) and \( R = 1 \). In such a case the outward normal unit vector \( n(x) \) is equal to \( x \), \( x \in b\Omega \), and the orthogonal decomposition (4.14) for the boundary datum \( \varphi \) yields

\[
\varphi(x) = (P_l \varphi)(x) + P_r(( \overline{x} \varphi)x), \quad \text{a.e.} \ x \in b\Omega.
\]

At this point we observe that the right-hand side of the equality above is the sum of two functions well defined in the whole of \( \Omega \) which are, indeed, harmonic. In fact, we have

\[
\Delta P_r(( \overline{x} \varphi)x) = \Delta( \overline{P_r(( \overline{x} \varphi)x)}
\]

\[
= (\Delta(\overline{x})) P_r(( \overline{x} \varphi)x) + \overline{x} \left( \Delta P_r(( \overline{x} \varphi)x) \right) + 2 \sum_{j=0}^{n} \left( \frac{\partial}{\partial x_j} \overline{x} \right) \left( \frac{\partial}{\partial x_j} P_r(( \overline{x} \varphi)x) \right)
\]

\[
= 2 \sum_{j=0}^{n} \hat{e}_j \left( \frac{\partial}{\partial x_j} P_r(( \overline{x} \varphi)x) \right) = 2 \hat{D}(P_r(( \overline{x} \varphi)x)) = 2P_r(( \overline{x} \varphi)x)D = 0.
\]

The square-integrability of the nontangential maximal function of the harmonic function obtained by adding \( P_l \varphi \) and the conjugate of \( P_r(( \overline{x} \varphi)x) \) is a consequence of the Kerzman-Stein equations (4.16) and Lemma 4.5 (it is well known that the nontangential maximal function of a Cauchy transform is square integrable, see [8, 16]). Finally, we observe that the condition on the nontangential limit in (5.1) follows at once from the very definitions of Hardy spaces and of Szegö projections. The proof is concluded.

\[ \square \]

The case when \( \Omega \) is a half space is even easier to treat. For example, for \( \Omega = \mathbb{R}_+^{n+1} := \{ x_0 > 0 \} \), the same arguments as in Theorem 5.1 yield

\[
u = P_l \varphi + P_r(\overline{\varphi}) := h + \hat{H},
\]

and a formula for arbitrary half spaces can also be derived in a similar fashion. We observe that the two functions \( h \) and \( \hat{H} \) in the decomposition above are, respectively, left
and right monogenic. It is not clear whether the second term in the decomposition (5.2) for a ball is indeed (the conjugate of) a right monogenic function (the classical Leibniz rule does not extend to monogenic functions). Even though balls and half spaces are known to be conformally equivalent, we do not yet know whether the pointwise multiplication of a Szegő projection by the outward normal unit vector satisfies some type of conformal invariance (see [7, 22] and, for the conformal invariance of Cauchy integrals on manifold, [6, 24]). Indeed, we believe this would be an interesting problem to be studied.

To treat the case of an arbitrary bounded (smooth) domain in \( \mathbb{R}^{n+1} \), we need to overcome the obstacle of not knowing the explicit form of the outward normal unit vector. This can be achieved, for example, by looking at the Szegő and Garabedian kernels associated to the domain. Using the same notations as in Section 2, it is very easy to show that, also for the case of \( \mathcal{C}^{\ell_n} \)-valued functions, we have

\[
L_a = \overline{S_a} \quad \text{a.e. on } b\Omega.
\]  

(5.6)

A formal orthogonal decomposition for the boundary datum \( \varphi \) would involve the pointwise multiplication by the inverses of the kernels, namely

\[
\varphi = S_a^{-1} P_l (S_a \varphi) + P_r (\overline{\varphi} L_a) (L_a)^{-1}.
\]  

(5.7)

In order to make formula (5.7) meaningful, we need therefore to study the highly nontrivial problem of characterizing those domains for which the Szegő and Garabedian kernels are nonvanishing and invertible (see [4, 21] and related comments in the introduction). Moreover, in order to apply formula (5.7) to the solution of the Dirichlet problem, a further question needs to be settled, namely characterizing those domains for which the two functions in the right-hand side of (5.7) are harmonic. This might involve the study of the monogenicity of the inverses of the Szegő and the Garabedian kernels (see again the comments in the introduction).
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