In this paper we consider a boundary value problem for singularly perturbed elliptic convection–diffusion equations on a strip. To solve this problem, we use standard finite difference approximations on piecewise-uniform meshes refined in the boundary layer region. The approximation errors of solutions and derivatives (up to the second order) are analysed in the $\rho$-metric. In this metric the error of a solution is defined by the absolute error, while the error of its derivative in the direction across the boundary layer is defined by the relative error in that part of the domain where the derivative is large, and by the absolute error in the remainder part. It is shown that in the class of meshes, whose step-size in the layer does not decrease as we move away from the outflow boundary, there are no meshes on which the scheme converges $\varepsilon$-uniformly in the $\rho$-metric. We establish conditions imposed on the distribution of the nodes in piecewise-uniform meshes, under which the scheme converges in the $\rho$-metric $\varepsilon$-uniformly up to a logarithmic factor.

1. Introduction

Solutions of partial differential equations with a small parameter multiplying the highest derivatives have a limited smoothness that gives rise to difficulties in their numerical solving [1; 2; 5]. This leads to a need for the development of special mesh methods, the accuracy of which depends weakly on the perturbation parameter $\varepsilon$ and, in particular, methods that converge $\varepsilon$-uniformly. Difficulties also arise in the case when it is required to find not only the solution, but also its derivatives. So often the main objective in the investigation of heat and mass transfer processes is to determine derivatives for small values of the parameter $\varepsilon$, for example, if it is necessary to find skin friction and/or heat and diffusion fluxes in problems of flow around some body for large Reynolds and Peclet numbers [10]. Thus we are interested in developing such numerical methods that allow us to approximate both the solution of the problem and its derivatives with errors weakly depending on the perturbation parameter $\varepsilon$.

For several boundary value problems $\varepsilon$-uniformly convergent finite difference schemes have been constructed (see, e.g. [6; 7; 12] for descriptions of the approaches taken to construct such schemes). In some publications, in addition to finding numerical approximations to solutions, $\varepsilon$-uniform approximations to derivatives were also considered (see, for example [3; 4; 13] and also the references therein). In these works, in order to
handle the first derivative along $x_1$ (in the direction across the boundary layer) in the maximum norm, the authors made use of the normalised (scaled) derivative $\epsilon(\partial/\partial x_1)u(x)$, which is $\epsilon$-uniformly bounded. Some results relevant to the approximation of partial derivatives in the energy norm were considered in [8]. We emphasise that the construction of special numerical methods with a view to approximating both solutions and derivatives has not yet been considered practically in the case when the errors in the approximations depend weakly on the parameter $\epsilon$.

In this paper mesh approximations of a boundary value problem on a strip for singularly perturbed elliptic convection–diffusion equations are considered; we use classical approximations of the equation on fitted meshes condensing in a neighbourhood of the boundary layer. It is required to find both the solution of the problem and its derivatives (up to the second order) with errors weakly depending on the perturbation parameter $\epsilon$. The $k$-th order derivative of the solution in the normal direction (towards the outflow boundary) $(\partial^k/\partial x_1^k)u(x)$ grows without bound (in a neighbourhood of the boundary layer) as $\epsilon \to 0$; the normalised derivative $\epsilon^k(\partial^k/\partial x_1^k)u(x)$ is $\epsilon$-uniformly bounded. However, the normalised derivative outside of the boundary layer tends to zero when $\epsilon \to 0$, and, as a result, the information about its behaviour fails. Thus the norm based on the normalised derivatives as well as the norm in $C^k$ are inadequate norms for our purposes (see, for example, bounds (2.9) for $k=1$).

In this paper we consider the approximation errors for solutions and derivatives in a new $\rho^k$-metric, which is adequate for problems with boundary layers: (i) the error of a solution $u(x)$ is defined by the absolute error in the maximum norm; (ii) the error of the derivative $(\partial^k/\partial x_1^k)u(x)$ is defined by the relative error in that part of the domain where the derivative is large, and by the absolute error in the remainder part of the domain. Note that the solutions of traditional difference schemes on uniform meshes converge in the $\rho^k$-metric when the mesh width in the direction across the layer is much smaller than $\epsilon$ (see, for example, estimates (3.22), (3.23) and (4.13) below for 1D and 2D problems respectively). However, the convergence condition in the $\rho^k$-metric is equally restrictive for the case of special piecewise-uniform meshes from [4; 6; 12] invented in [11] (see conditions (5.17) and (7.14) for 1D and 2D problems, with $l \gg 1$, where the parameter $l$ can be arbitrarily close to 1). It turns out that there exist no meshes on which the numerical solutions converge $\epsilon$-uniformly in the $\rho^k$-metric (see the statements of Lemma 3.5 and Theorem 4.3 for 1D and 2D problems). Nevertheless, it remains important to develop numerical methods whose errors in the $\rho^k$-metric are weakly depending on the value of the parameter $\epsilon$.

For the boundary value problem under consideration we analyse the convergence of solutions and derivatives in the case of uniform meshes and piecewise-uniform meshes from [12]. In these last meshes the transition point between the fine and coarse mesh depends both on the parameter $\epsilon$ and on the number $N_1$ of mesh points across the boundary layer; schemes on such meshes converge $\epsilon$-uniformly in $C$. In the case of piecewise-uniform meshes from [12], we choose the parameters of the transition point for which the scheme converges in the $\rho^k$-metric under the condition $N_1^{-1} \ll \epsilon^v$, where $v > 0$ is any arbitrarily small number (see estimates (5.20) and (7.17) for 1D and 2D problems).

Furthermore, we establish conditions imposed on the distribution of the nodes in piecewise-uniform meshes, under which the scheme converges in the $\rho^k$-metric $\epsilon$-uniformly up to a logarithmic factor. This essentially better convergence result is achieved on a new class of piecewise-uniform meshes, in which the transition point depends only on
the parameter $\epsilon$ (see estimates (6.21) and (8.16) under conditions (6.18), (6.20) and (8.13), (8.15), respectively). In particular, we give a piecewise-uniform mesh with two transition points on which the scheme converges $\epsilon$-uniformly in $C$ (see estimate (A.22)) and $\epsilon$-uniformly up to a logarithmic factor in the $\rho^1$-metric (see estimate (A.23)).

Problem formulation and the goal of research are given in Section 2. Finite difference schemes for this problem are considered in Sections 4, 7 and 8; schemes for a model one-dimensional problem are considered in Sections 3, 5 and 6. The convergence analysis in the $\rho$-metric is given in Sections 3 and 4 for classical schemes on uniform meshes, and in Sections 5 and 7 for schemes on piecewise-uniform meshes from [12] (which ensure the $\epsilon$-uniform convergence of the solutions in $C$). Schemes convergent in the $\rho^k$-metric $\epsilon$-uniformly up to a logarithmic factor (schemes with improved $\rho^k$-convergence) are considered in Sections 6 and 8. A priori estimates used in the constructions and proofs are given in Appendix I.

2. Problem formulation

2.1. On the domain $\mathcal{D}$ with boundary $\Gamma$, where

$$D = \{ x : x_1 \in (0, d), \ x_2 \in \mathbb{R} \}, \quad (2.1)$$

we consider a boundary value problem for the singularly perturbed elliptic equation with convective terms

$$L_{(2.2)}u(x) \equiv \left\{ \epsilon \sum_{s=1,2} a_s(x) \frac{\partial^2}{\partial x_s^2} + \sum_{s=1,2} b_s(x) \frac{\partial}{\partial x_s} - c(x) \right\} u(x) = f(x), \quad x \in \mathcal{D},$$

$$u(x) = \phi(x), \quad x \in \Gamma. \quad (2.2)$$

Here $a_s(x), b_s(x), c(x), f(x), x \in \mathcal{D}, \phi(x), x \in \Gamma$ are sufficiently smooth functions. Moreover $a_0 \leq a_s \leq a_0^0, \ b_0 \leq b_s(x) \leq b^0, \ |b_2(x)| \leq b^0, \ 0 \leq c(x) \leq c^0, \ x \in \mathcal{D}, \ a_0, \ b_0 > 0; \ |f(x)| \leq M, \ x \in \mathcal{D}, \ |\phi(x)| \leq M, \ x \in \Gamma; \ \epsilon \in (0, 1]$ is the perturbation parameter. For simplicity we suppose either $b_2(x) \geq 0$ or $b_2(x) \leq 0, \ x \in \mathcal{D}$.

When $\epsilon$ tends to zero, a boundary layer appears in a neighbourhood of the outflow boundary $\Gamma_1$. Here $\Gamma = \Gamma_1 \cup \Gamma_2$, where $\Gamma_1$ and $\Gamma_2$ are the left and right boundaries.

To solve this problem numerically, we use classical finite difference schemes on rectangular meshes [9].

2.2. We are interested in the approximation of not only the solution of problem (2.2), (2.1), but also of its partial derivatives.

Note that the solution of problem (2.2), (2.1) and its derivatives with respect to $x_2$ are $\epsilon$-uniformly bounded. However, the derivatives in $x_1$ grow without bound as $\epsilon \to 0$ and remains bounded $\epsilon$-uniformly outside a neighbourhood of the boundary layer. To estimate the derivatives $(\partial^{k_1}/\partial x_1^{k_1})u(x)$ it would be possible to use the products $\epsilon^{k_1}(\partial^{k_1}/\partial x_1^{k_1})u(x) \equiv (\partial^{k_1}/\partial x_1^{k_1})^*u(x)$, i.e. the normalised derivatives that are $\epsilon$-uniformly

---

1 Here and below we denote by $M, M_i$ (or $m, m_i$) sufficiently large (or small) positive constants that are independent of the parameter $\epsilon$ or the difference operators. The notation $L_{(j,k)}$ ($m_{(j,k)}, D_{(j,k)}$) means that this operator (constant, grid) is first introduced in the formula ($j,k$).
bounded on the whole of $\bar{D}$. For example, for the approximation of the solution and its first derivatives one can use the norms $\| \cdot \|_{C^1}$ and $\| \cdot \|_{C^1\ast}$, where
\[ \|u\|_{C^1\ast} = \|u\| + \left\| \frac{\partial}{\partial x_2} u \right\| + \left\| \left( \frac{\partial}{\partial x_1} \right)^* u \right\|, \quad \left( \frac{\partial}{\partial x_1} \right)^* u(x) = e \left( \frac{\partial}{\partial x_1} \right) u(x). \quad (2.3) \]

Here $\| \cdot \|$ is the $C^0$-norm. But the norm $\| \cdot \|_{C^1}$ is not bounded $\varepsilon$-uniformly. This leads to an inconvenience to construct and analyse $\varepsilon$-uniformly convergent numerical methods. The norms $\| \cdot \|_{C^1}$ and $\| \cdot \|_{C^1\ast}$ are inadequate norms; in these norms the information about the behaviour of the derivative $(\frac{\partial}{\partial x_1}) u(x)$ outside of the boundary layer fails. For small values of the parameter $\varepsilon$ the magnitude of the derivative outside of the boundary layer does not influence the value of $\| \cdot \|_{C^1\ast}$; thus the information about the derivative fails even in the nearest neighbourhood of the boundary.

2.3. In the case of the approximation of the solution and its derivatives based on the maximum norm it seems to be appropriate to approximate the solution in this norm on the whole of $\bar{D}$, but the derivatives only on that part of the domain $\bar{D}$ where the derivatives are not too large. In that part of the domain where the derivatives are large, the approximation is defined by the relative error in the maximum norm.

Let it be required to approximate the solution $u(x), x \in \bar{D}$ and its derivatives up to order $n, n \leq 2$. It is convenient to introduce a distance between the solution $u(x), x \in \bar{D}$ of problem (2.2), (2.1) and some sufficiently smooth function $v(x), x \in \bar{D}$ in the following way. Let $\beta_n, n = 1, 2$ be an arbitrary number from the interval $(0, \infty)$. Let $\bar{D}_\beta^n$ denote the set on which the following condition holds:
\[ \left\| \frac{\partial^n}{\partial x_1^n} u(x) \right\| \geq \beta_n, \quad x \in \bar{D}_\beta^n. \quad (2.4a) \]

Moreover, the condition
\[ \max_{\bar{D}_\beta^n} \left\| \frac{\partial^n}{\partial x_1^n} u(x) \right\| \leq \beta_n \quad (2.4b) \]
is satisfied on the set $\bar{D}_\beta^n = \bar{D} \setminus \bar{D}_\beta^n$, where $\beta$ in $\bar{D}_\beta^n$ is $\beta_n$. By $\bar{D}_\beta^{-}$ we denote the set $\bar{D}_\beta^n$ which does not include its right boundary.

**Definition 1.** For the function $v(x), x \in \bar{D}, v \in C^1(\bar{D})$ we define the quantity (semi-norm)
\[ \rho_{u}^{(n)}(v) = \inf_{\beta_n} \max \left\{ \left\| \frac{\partial^n}{\partial x_1^n} (u - v) \right\|_{\bar{D}_\beta^n}, \left\| \left( \frac{\partial^n}{\partial x_1^n} u \right)^{-1} \frac{\partial^n}{\partial x_1^n} (u - v) \right\|_{\bar{D}_\beta^n} \right\}, \]

which generates the $\rho^k$-metric. The quantity $\rho_{u}^{(k)}(v), k = 1, 2$, i.e. the distance between the functions $u(x)$ and $v(x), x \in \bar{D}$ and between their derivatives up to order $k$, is defined by
\[ \rho_{u}^{(k)}(v) = \|u - v\| + \sum_{k_1=1}^{k} \rho_{u}^{(k_1)}(v) + \sum_{k_2=1}^{k} \left\| \frac{\partial^{k_2}}{\partial x_2^{k_2}} (u - v) \right\|, \quad k = 1, 2. \quad (2.5) \]

We introduce the distance between the solution $u(x), x \in \bar{D}$ and a mesh function $z(x), x \in \widetilde{D}_h$, which is defined on a rectangular mesh $\widetilde{D}_h$ on $\bar{D}$. For this, we construct some
interpolants from the values of the function \( z(x) \), \( x \in \overline{D}_h \) and put them in correspondence to the function \( u(x) \), \( x \in \overline{D} \) (and its derivatives up to order \( k, k \leq 2 \)). We will use these
interpolants to estimate the approximation errors.

Let \( \mathcal{I} \), \( x \in \overline{D} \) denote the interpolant (bilinear in \( x_1 \) and \( x_2 \)) which is constructed from the values of \( z(x) \), \( x \in \overline{D}_h \); \( \mathcal{I} \) is a continuous function that has piecewise continuous derivatives \( (\partial / \partial x_1) \mathcal{I} \) and \( (\partial / \partial x_2) \mathcal{I} \). These derivatives are discontinuous on the lines \( x_1 = x_1^i \) and \( x_2 = x_2^i \) respectively; \( (x_1^i, x_2^i) \in \overline{D}_h \). On the lines of discontinuity \( x_1 = x_1^i \) and \( x_2 = x_2^i \) we complete a definition of the derivatives \( (\partial / \partial x_1) \mathcal{I} \) and \( (\partial / \partial x_2) \mathcal{I} \) up to continuity for \( x_1 = x_1^i + 0 \) and \( x_2 = x_2^i + 0 \) respectively.

Further we construct the functions \( \mathcal{I}^1(x) \) and \( \mathcal{I}^2(x) \), \( x \in \overline{D} \), which approximate the second order derivatives with respect to \( x_1 \) and \( x_2 \). Let \( \overline{D}_h = \overline{\omega}_1 \times \omega_2 \), \( \overline{\omega}_1 \) and \( \omega_2 \) be meshes on the interval \([0, d]\) and on the axis \( x_2 \). We introduce the meshes \( \overline{\omega}_1 \) and \( \omega_2 \), whose nodes \( x_1^i \) and \( x_2^i \) are defined by the relations \( x_1^{i+1/2} = 2^{-1}(x_1^{i} + x_1^{i+1}) \), \( x_2^{j+1/2} = 2^{-1}(x_2^{j} + x_2^{j+1}) \), \( x_1^{i+1} = \overline{\omega}_1 \), \( x_2^{j+1} = \omega_2 \).

We define the functions \( \mathcal{I}^1(x) \) and \( \mathcal{I}^2(x) \) on the lines \( x_1 = x_1^{i+1/2} \) and \( x_2 = x_2^{j+1/2} \) by

\[
\mathcal{I}^1(x) = \delta_{x_1} \left( \frac{\partial}{\partial x_1} z(x) \right), \quad x \in \overline{\omega}_1 \times R; \quad \mathcal{I}^2(x) = \delta_{x_2} \left( \frac{\partial}{\partial x_2} z(x) \right), \quad x \in [0, d] \times \omega_2.
\]

We extend the functions \( \mathcal{I}^1(x) \) and \( \mathcal{I}^2(x) \) linearly between the lines \( x_1 = x_1^{i+1/2} \), \( x_1^{i+3/2} \) and \( x_2 = x_2^{j+1/2} \), \( x_2^{j+3/2} \), . . . ; the function \( \mathcal{I}^1(x) \) is linearly extended up to the boundary \( \Gamma \) if \( x_1^{i+1} = 0 \) or \( x_2^{j+1} = d \). The functions \( \mathcal{I}^1(x) \) and \( \mathcal{I}^2(x) \), \( x \in \overline{D} \) are extensions (onto \( \overline{D} \)) of the second difference derivatives of the function \( z(x) \), \( x \in \overline{D}_h \) with respect to \( x_1 \) and \( x_2 \).

We introduce the function

\[
\tilde{z}(x), \quad x \in \overline{D}
\]

and its derivatives. This function coincides with \( z(x) \) on \( \overline{D} \). Its first derivatives \( (\partial / \partial x_1) \tilde{z} \) and \( (\partial / \partial x_2) \tilde{z} \) are the same as the first derivatives of the function \( z(x) \), i.e. \( (\partial / \partial x_1) \mathcal{I} \) and \( (\partial / \partial x_2) \mathcal{I} \). The second derivatives \( (\partial^2 / \partial x_1^2) \tilde{z} \) and \( (\partial^2 / \partial x_2^2) \tilde{z} \) are the functions \( \mathcal{I}^1 \) and \( \mathcal{I}^2 \), respectively, as introduced above. Note that in the case of sufficiently smooth functions \( v(x) \), \( x \in \overline{D} \), the function \( \tilde{z}(x) \), \( x \in \overline{D} \) and its partial derivatives up to the second order, where \( z(x) = v(x), x \in \overline{D} \), approximate the function \( v(x) \) and its derivatives in the maximum norm.

We define the distance between the functions \( u(x) \) and \( z(x) \) by the relation

\[
\rho^{kh}_u(z) = \| u - \tilde{z} \| + \sum_{k_1=1}^{k} \rho^{(k_1)h}_u(z) + \sum_{k_2=1}^{k} \left\| \frac{\partial^{k_2}}{\partial x_2^{k_2}} (u - \tilde{z}) \right\|, \quad k = 1, 2,
\]

where

\[
\rho^{(n)h}_u(z) = \inf_{\beta} \max_\rho \left\{ \left\| \frac{\partial^n}{\partial x_1^n} (u - \tilde{z}) \right\|_{D_\rho^n}, \left\| \left( \frac{\partial^n}{\partial x_1^n} u \right)^{-1} \frac{\partial^n}{\partial x_1^n} (u - \tilde{z}) \right\|_{D_{\rho_2}^n} \right\}, \quad n = 1, 2.
\]

In that case when the function \( u(x) \), \( x \in \overline{D} \) has \( \nu \) uniformly bounded derivatives \( (\partial^n / \partial x_1^n) u(x), n \leq k \), the distance \( \rho^{kh}_{u(2,7)}(z) \) between \( u(x), x \in \overline{D} \) and \( z(x), x \in \overline{D}_h \) is equivalent
to the usual distance between \( u(x), x \in \overline{D} \) and \( \tilde{z}(x), x \in \overline{D} \)
\[
|u - \tilde{z}|_{C^k_{\epsilon}} = \sum_{k_i = 0}^{k} \left\| \frac{\partial^k_{x_k}}{\partial x_2^k}(u - \tilde{z}) \right\| + \sum_{k_i = 1}^{k} \left\| \frac{\partial^k_{x_1}}{\partial x_1^k}(u - \tilde{z}) \right\|, \quad k = 1, 2. \tag{2.8}
\]

The subscript of \( C^k_{\epsilon} \) in the expression \( \|u - \tilde{z}\|_{C^k_{\epsilon}} \) reminds us that the function \( \tilde{z}(x) \) is not a conventional standard function; \( \|u - \tilde{z}\|_{C^k_{\epsilon}} = \|u - \tilde{z}\|_{C^k} = \|u - \tilde{z}\|_{C^1} \) for \( k = 1 \). Generally speaking, \( \rho_u^{kh}(z) \leq M \|u - \tilde{z}\|_{C^k}. \)

Note that for the function \( V_1(x) = x_1 \exp(-e^{-1}x_1), x \in \overline{D} \), which is the leading term in the asymptotic expansion (in powers of \( \epsilon \)) of the singular part of the solution \( u(x) \) (for suitable parameters of the boundary value problem), we have the estimates
\[
\|V_1\|_{C^{1\ast}(2.3)} \leq 2\epsilon; \quad 1 \leq \|V_1\|_{C^1}, \quad \rho_{u^{1\ast}(2.5)}(V_1) \leq 2. \tag{2.9}
\]
Thus the norm \( \|\cdot\|_{C^{1\ast}} \) is an inadequate metric for small values of the parameter \( \epsilon \) even in the case of the singular components (the first terms of their asymptotic expansions in \( \epsilon \)). In the case of a scaled derivative, the information about the derivative fails even in the boundary layer.

2.4. In the case of classical mesh approximations to problem (2.2), (2.1), the discrete solutions on uniform meshes converge in the \( \rho_u^{kh}(\cdot) \)-metric only under the condition
\[
N^{-1}_1 \ll \epsilon \ln^{-1}(\epsilon^{-1} + 1), \tag{2.10}
\]
where \( N_1 \) is the number of mesh points on the interval \([0, d]\) (see, for example, the statements of Lemma 3.1, Theorem 4.2). The use of piecewise-uniform meshes from \([4; 6; 12]\), on which the discrete solutions converge \( \epsilon \)-uniformly in the norm \( \|\cdot\| \), allows us to weaken condition (2.10) in the case of the \( \rho_u^{kh}(\cdot) \)-metric (see, for example, the remark to Theorem 7.2). In connection with the marked behaviour of the mesh solutions, it is of interest to construct schemes that converge in the \( \rho_u^{kh}(\cdot) \)-metric under a weaker condition than condition (2.10).

**Definition 2.** We say that the solution \( z(x), x \in \overline{D}_h \) of the difference scheme converges in the \( \rho_u^{kh}(\cdot) \)-metric (for \( N \to \infty \), where the value \( N \) indicates the number of mesh elements in \( D_h \) on each of the axes) almost \( \epsilon \)-uniformly with the convergence defect \( C(\epsilon^{-v}) \), if for any arbitrarily small number \( v > 0 \), there exists a function \( \mu(\eta) \) such that the following estimate holds:
\[
\rho_u^{kh}(z) \leq M\mu(\epsilon^{-v}N^{-1}), \tag{2.11}
\]
where \( \mu(\eta) \to 0 \) uniformly in \( \epsilon \) as \( \eta \to 0 \). If \( v = 0 \) the scheme converges \( \epsilon \)-uniformly. In a similar way almost \( \epsilon \)-uniform convergence can be defined in the \( \rho_u^{2h}(\cdot) \)-metric and in the norms \( \|\cdot\|, \|\cdot\|_{C^k_{\epsilon}} \).

Our goal is to construct special meshes, on which classical difference approximations to problem (2.2), (2.1) converge in the \( \rho_u^{kh}(\cdot) \)-metric almost \( \epsilon \)-uniformly and, in particular, \( \epsilon \)-uniformly.
For simplicity, in what follows we suppose that the singular component \( V(x, t) \) (from the representation (A.1)) is strictly bounded away from zero on the boundary \( \Gamma_1 : |V(x, t)| \geq m, x \in \Gamma_1 \).

3. A classical finite difference scheme—the model problem

3.1. It is suitable to consider a number of constructions with a model example for an ordinary singularly perturbed differential equation. On the interval \( D \) along the axis \( x \), where

\[
D = (0, d)
\]  

we consider the boundary value problem

\[
Lu(x) \equiv \left\{ \varepsilon a \frac{d^2}{dx^2} + b \frac{d}{dx} \right\} u(x) = f(x), \quad x \in D, \quad u(x) = \varphi(x), \quad x \in \Gamma. 
\]  

Here \( \Gamma = \partial D \setminus D, f(x), x \in \Gamma \) is a sufficiently smooth function, and also \( a, b > 0 \).

We approximate problem (3.2), (3.1) by a classical finite difference scheme [9]. On the interval \( D \) we introduce the mesh

\[
D_h = \overline{\partial D}
\]  

with any distribution of the mesh points satisfying the condition \( h \leq MN^{-1}; h = \max(h), h = x_{i+1} - x_i, x_i, x_{i+1} \in \overline{\partial D}, N + 1 \) is the number of nodes in the mesh \( \overline{\partial D} \).

For problem (3.2), (3.1) we use the finite difference scheme [9]

\[
\Lambda z(x) \equiv \left\{ \varepsilon a \delta_{xx} + b \delta_{x} \right\} z(x) = f(x), \quad x \in D_h, \quad z(x) = \varphi(x), \quad x \in \Gamma_h. 
\]  

Here

\[
\delta_{xx} z(x') = 2(h^{-1} + h')^{-1}(\delta_{x} z(x') - \delta_{x} z(x')), \\
\delta_{x} z(x') = (h^{-1})^{-1}(z(x') - z(x' - 1)), \\
\delta_{x} z(x') = (h')^{-1}(z(x' + 1) - z(x')), 
\]

where \( \delta_{x} z(x) \) and \( \delta_{x} z(x) \) are the forward and backward differences, and the difference operator \( \delta_{x} z(x) \) is an approximation to the operator \( (d^2/dx^2)u(x) \) on the mesh \( \overline{\partial D} \).

The solutions of scheme (3.4), (3.3) satisfy the error estimate

\[
|u(x) - z(x)| \leq M(\varepsilon^2 + N^{-1})^{-1}N^{-1}, \quad x \in D_h. 
\]  

In the case of the uniform mesh

\[
D^u_h 
\]  

we have

\[
|u(x) - z(x)| \leq M(\varepsilon + N^{-1})^{-1}N^{-1}, \quad x \in D^u_h. 
\]  

For difference derivatives of the mesh solutions we have

\[
\left| \frac{d}{dx} u(x) - \delta_{x} z(x) \right| \leq M\varepsilon^{-1}(\varepsilon + N^{-1})^{-2}N^{-1}, \quad x \in D^u_h(3.3); 
\]  

\[\text{(3.8a)}\]
Definition 3. Let \( z(x), x \in \mathcal{D}_h \) be a solution of some difference scheme. An estimate of the following form

\[
|u(x) - z(x)| \leq M \varepsilon^{-v_1}(\varepsilon + N^{-1})^{-v_1} N^{-v_1} \equiv \mu_0(N, \varepsilon), \quad x \in \overline{\mathcal{D}}_h, \quad v \geq 0
\]

is said to be unimprovable with respect to the values of \( N, \varepsilon \) if the estimate

\[
|u(x) - z(x)| \leq M \mu_1(N, \varepsilon), \quad x \in \mathcal{D}_h, \quad \mu_1(N, \varepsilon) = o(\mu_0(N, \varepsilon)),
\]

generally speaking, fails for some values of \( N, \varepsilon, N \geq N_0, \varepsilon \in (0, 1] \).

The consideration of the model problems with sufficiently simple data shows that estimate (3.9) is unimprovable with respect to the values of \( N, \varepsilon \), and estimate (3.7) is unimprovable but under the (unimprovable) condition

\[
N^{-1} = o(\varepsilon).
\]

For the function \( \tilde{z}(x), x \in \mathcal{D} \), which is defined similarly to \( \tilde{z}_{(2, 6)}(x) \), we have the following estimate in the case of scheme (3.4), (3.6):

\[
\left| \frac{d^k}{dx^k}(u - \tilde{z}) \right| \leq M \varepsilon^{-k}(\varepsilon + N^{-1})^{-1} N^{-1}, \quad k = 0, 1, 2;
\]

this estimate is unimprovable with respect to the values of \( N, \varepsilon \).

Thus, the function \( \tilde{z}(x) \) and its derivatives \((d^k/\text{d}x^k)\tilde{z}(x)\) converge in the norm \( \| \cdot \| \) if the following unimprovable condition holds:

\[
N^{-1} = o(\varepsilon^{1+k}), \quad k = 0, 1, 2.
\]

Lemma 3.1. In the case of the difference scheme (3.4), (3.6) the condition (3.12) is necessary and sufficient for the convergence of the derivatives \((d^k/\text{d}x^k)\tilde{z}(x), x \in \mathcal{D}, k = 0, 1, 2 \) in the norm \( \| \cdot \| \). Estimates (3.5)–(3.9), (3.11) hold for the mesh solutions and for the function \( \tilde{z}(x), x \in \mathcal{D} \); estimates (3.9), (3.11) and also estimate (3.7), if the condition \( N^{-1} = o(\varepsilon) \) is valid, are unimprovable with respect to the values of \( N, \varepsilon \).

3.2. In the case of the \( p^{1h}_u(\cdot) \)-metric, we consider the behaviour of the function

\[
u^h(x) = u(x), \quad x \in \overline{\mathcal{D}}_h,
\]

(3.13)
which is a projection of the solution on the mesh $\overline{D}_h$ of type (3.3). The distance between the functions $u(x)$ and $z(x)$, $x \in \overline{D}_{h(3,3)}$ is defined by

$$\rho^{yh}_u(z) \equiv \|u - z\| + \sum_{n=1}^{k} \rho^{(n)yh}_u(z), \quad k = 1, 2,$$

(3.14)

where

$$\rho^{(n)yh}_u(z) = \inf_{\beta_n} \max_{x \in \overline{D}_h} \left\{ \left\| \frac{d^n}{dx^n} (v - z) \right\|_{\beta_n}, \left\| \left( \frac{d^n}{dx^n} u \right)^{-1} \frac{d^n}{dx^n} (v - z) \right\|_{\beta_n} \right\}, \quad n = 1, 2.$$

Let us evaluate the proximity of the functions $u(x), x \in \overline{D}$ and $u^h(x), x \in \overline{D}_h$ in the $\rho^{yh}_u(\cdot)$-metric. The solution of problem (3.2), (3.1) can be decomposed into the sum of two functions which are the regular and singular components

$$u(x) = U(x) + V(x), \quad x \in \overline{D}, \quad U(x) = U^0(x), \quad x \in \overline{D},$$

(3.15)

where $U^0(x), x \in \overline{D}^0$ and $V(x), x \in \overline{D}$ are the solutions of the problems

$$LU^0(x) = f^0(x), \quad x \in \overline{D}^0, \quad U^0(x) = \phi(x), \quad x \in \Gamma^0;$$

$$LV(x) = 0, \quad x \in \overline{D}, \quad V(x) = \phi(x) - U(x), \quad x \in \Gamma.$$  

Here $\overline{D}^0 = (-\infty, d), f^0(x), x \in \overline{D}^0$ is a sufficiently smooth function; moreover, $f^0(x) = f(x), x \in \overline{D}, f^0(x)$ vanishes outside an $m$-neighbourhood of the set $\overline{D}$; the function $U^0(x)$ is bounded on $\overline{D}^0$. It is convenient to represent the function $u^h(x), x \in \overline{D}_h$ as the sum of the functions in an analogous way to $u(x)$

$$u^h(x) = U^h(x) + V^h(x), \quad x \in \overline{D}_h, \quad U^h(x) = U(x), \quad V^h(x) = V(x), \quad x \in \overline{D}_h.$$

For the component $U^h(x), x \in \overline{D}_h$ we have the estimate

$$\left\| \frac{d}{dx} (U - \overline{U}^h) \right\| \leq MN^{-1}. $$

(3.16)

For the component $V^h(x), x \in \overline{D}_h$ we have the estimates

$$\left\| \left( \frac{d}{dx} V \right)^{-1} \frac{d}{dx} (V - \overline{V}^h) \right\| \leq \left\{ \begin{array}{ll} M \varepsilon^{-1} h' & \text{for } h' \leq M_1 \varepsilon; \\
M(\varepsilon^{-1} h')^{-1} \exp(m_1 \varepsilon^{-1} h') & \text{for } h' \geq M_2 \varepsilon; \end{array} \right. $$

(3.17a)

$$\left\| \frac{d}{dx} (V - \overline{V}^h) \right\| \leq M \varepsilon^{-1} (\varepsilon + h')^{-1} h' \exp(-m_1 \varepsilon^{-1} x')$$

for $x \in \overline{D}$, $r(x, \Gamma_1) \leq m$, $x \in [x^i, x^{i+1}]$;  

(3.17b)

$$\left\| \frac{d}{dx} (V - \overline{V}^h) \right\| \leq MN^{-1} \text{ for } x \in \overline{D}, \quad r(x, \Gamma_1) > m.$$  

(3.17c)

Here $r(x, \Gamma_1)$ is the distance between the point $x$ and the set $\Gamma_1, x^i, x^{i+1} \in \overline{D}_h$, $m_1 = a^{-1} b$, $M_2 \leq M_1$. Estimates (3.16), (3.17a) and (3.17b) are unimprovable with respect to the values of $N, h', \varepsilon$. 


It follows from estimates (3.16) and (3.17) that the value \( \rho^h_u(u^h) \) is not bounded \( \varepsilon \)-uniformly. In the case of meshes (3.3) (meshes with an arbitrary distribution of the nodes) the condition

\[
N^{-1} = \mathcal{O}(\varepsilon) \quad (3.18)
\]

is necessary and sufficient for \( \rho^h_u(u^h) \) to be \( \varepsilon \)-uniformly bounded. Under condition (3.18) we have

\[
\rho^h_u(u^h) \leq M\varepsilon^{-1}N^{-1}; \quad (3.19)
\]

this estimate is unimprovable with respect to the values of \( N, \varepsilon \); the convergence defect for the projection \( u^h(x), x \in \overline{D}_h \) in the \( \rho^h_u(\cdot) \)-metric is \( \mathcal{O}(\varepsilon^{-1}) \) for meshes (3.3), i.e. the defect is the same as that for scheme (3.4), (3.6) in the norm \( \| \cdot \| \).

**Lemma 3.2.** Condition (3.18) in the case of meshes (3.3) is necessary and sufficient for the projection \( u^h_{3.13}(x), x \in \overline{D}_h \) to be \( \varepsilon \)-uniformly bounded in the \( \rho^h_u(\cdot) \)-metric. Under condition (3.18), the function \( u^1(x) \) satisfies the estimate (3.19) being unimprovable with respect to the values of \( N, \varepsilon \); the function \( u^h(x), x \in \overline{D}_h \) converges to \( u(x), x \in \overline{D} \) in the \( \rho^h_u(\cdot) \)-metric with the convergence defect \( \mathcal{O}(\varepsilon^{-1}) \).

### 3.3. The consideration of the solutions of the boundary value and discrete problems in the case of mesh (3.6) for \( h = \varepsilon \) shows that \( \rho^h_u(z) \) grows without bound as \( N \to \infty \); thus the condition (3.18) is not sufficient for the boundedness of \( \rho^h_u(z) \).

For the discrete solutions on meshes (3.6), we have the rough estimate

\[
\rho^h_u(z) \leq MN^{-1}(\varepsilon + N^{-1})^{-2} \quad \text{for} \quad \overline{D}_h = \overline{D}^u_{h(3,6)}. \quad (3.20)
\]

Thus, in contrast to the quantity \( \| \frac{\partial u}{\partial z} \| \), which grows without bound for \( N^{-1} \gg \varepsilon^2 \) and \( \varepsilon \to 0 \), the function \( z(x) \) in the \( \rho^h_u(\cdot) \)-metric (that is, the distance between \( u(x) \) and \( z(x) \) in the \( \rho^h_u(\cdot) \)-metric) is \( \varepsilon \)-uniformly bounded for fixed values of \( N \); however, this function is not bounded \( N \)-uniformly.

Taking account of estimates (3.16) and (3.17), we establish that the condition

\[
N^{-1} = \mathcal{O}(\varepsilon \ln^{-1}(\varepsilon^{-1} + 1)) \quad (3.21)
\]

is necessary and sufficient for the solutions of scheme (3.4), (3.6) to be \( N \)- and \( (N, \varepsilon) \)-uniformly bounded in the \( \rho^h_u(\cdot) \)-metric. Under condition (3.21) we have

\[
\rho^h_u(z) \leq MN^{-1}\varepsilon^{-1} \ln(\varepsilon^{-1} + 1); \quad (3.22)
\]

this estimate is unimprovable with respect to the values of \( N, \varepsilon \). Thus, the convergence defect of scheme (3.4), (3.6) in the \( \rho^h_u(\cdot) \)-metric is \( \mathcal{O}(\varepsilon^{-1} \ln(\varepsilon^{-1} + 1)) \).

**Lemma 3.3.** Condition (3.21) is necessary and sufficient for the solutions of the finite difference scheme (3.4), (3.6) to be bounded in the \( \rho^h_u(\cdot) \)-metric. The mesh solutions satisfy estimate (3.20), and estimate (3.22), which is unimprovable with respect to \( N, \varepsilon \), holds if condition (3.21) is true. The convergence defect of this scheme is \( \mathcal{O}(\varepsilon^{-1} \ln(\varepsilon^{-1} + 1)) \).
Remark. In the $\rho_u^{2h}(\cdot)$-metric, the solution of the finite difference scheme (3.4), (3.6) is $(N, \varepsilon)$-uniformly bounded if condition (3.21) is satisfied. Moreover, under this condition the estimate for the $\rho_u^{2h}(\cdot)$-metric is the same as that for the $\rho_u^{1h}(\cdot)$-metric (see estimate (3.22)):

$$\rho_u^{2h}(z) \leq MN^{-1}\varepsilon^{-1} \ln(\varepsilon^{-1} + 1);$$

(3.23)

this estimate and condition (3.21) are unimprovable. Thus the statement of Lemma 3.3 remains valid also for the $\rho_u^{2h}(\cdot)$-metric.

3.4. It seems attractive to find such meshes on which the function $u^{h}(x), \ x \in \overline{D}_h$ converges $\varepsilon$-uniformly in the $\rho_u^{1h}(\cdot)$-metric.

Notice that in the class of meshes (3.3) satisfying only condition (3.18), there are no meshes on which the function $u^{h}(x), \ x \in \overline{D}_h$ converges $\varepsilon$-uniformly in the $\rho_u^{1h}(\cdot)$-metric. Nevertheless, it is interesting to clarify whether or not there exist meshes from class (3.3) (not satisfying condition (3.18)) on which the function $u^{h}(x), \ x \in \overline{D}_h$ converges $\varepsilon$-uniformly in the $\rho_u^{1h}(\cdot)$-metric.

Consider the function $u^{h}(x), \ x \in \overline{D}_h$ on the set

$$\overline{D}_h^\sigma = \overline{D}_h \cap [0, \sigma],$$

(3.24)

for $\sigma = \min[4^{-1}d, \psi(\varepsilon)]$, where $\overline{D}_h$ is a sufficiently arbitrary mesh from class (3.3), $\psi(\varepsilon) = \varepsilon \ln^v \varepsilon^{-1}$, and $v$ is any number from the interval $(0, 1)$. The unimprovability of estimates (3.17a) and (3.17b) implies that the condition

$$\sup_\varepsilon \max_i [\varepsilon^{-1}h^i] \to 0 \quad \text{for } N \to \infty; \quad h^i = x^{i+1} - x^i, \quad x^i, x^{i+1} \in \overline{D}_h^\sigma$$

is necessary and sufficient for the $\varepsilon$-uniform convergence of the function $u^{h}(x), \ x \in \overline{D}_h$ in the $\rho_u^{1h}(\cdot)$-metric. However, such a condition is impossible. We are thus led to the following lemma.

**Lemma 3.4.** In the class of meshes (3.3) there do not exist meshes on which the function $u^{h}(x), \ x \in \overline{D}_h$ converges, as $N \to \infty$, to $u(x)$ $\varepsilon$-uniformly in the $\rho_u^{1h}(\cdot)$-metric.

3.5. It is of interest to clarify whether or not there exist meshes on which the numerical solutions $z(x)$ of the finite difference scheme (3.4) converge, as $N \to \infty$, to the solution $u(x)$ of the boundary value problem (3.2), (3.1) $\varepsilon$-uniformly as in the $\rho_u^{1h}(\cdot)$-metric.

We consider scheme (3.4), (3.3), assuming that the following condition satisfies on the mesh $\overline{D}_h(3.24)$:

$$h^i \geq h^{i-1},$$

(3.25)

that is, the mesh step does not decrease as we move away from the boundary $\Gamma_1; \ \sigma = \sigma(3.24)$. On this mesh there is a node $x^{i*} \in \overline{D}_h$ such that the condition $\varepsilon^{-1}h^{i*} \gg 1$ holds for an appropriately chosen value of $\varepsilon$ (sufficiently small) and for fixed $N$.\footnote{In similar cases we shall say for brevity that a scheme itself converges if this does not lead to a misunderstanding.}
Assuming that $\rho_u^{1h}(z)$ tends to zero $\varepsilon$-uniformly, we find that the derivative $\delta_x z(x^*)$ satisfies the following relation:

$$
\left| \delta_x z(x^*) - \frac{d}{dx} V(x^*) \right| = O(\varepsilon^{-1} \exp(-m\varepsilon^{-1}x^*)) \quad \text{for } \varepsilon \to 0, \quad m = m_{13.17}.
$$

But then, by virtue of the difference equation from (3.4), we have the following formula for the derivative $\delta_x z(x^*)$:

$$
\left| \left( \frac{d}{dx} V(x^{*}+1) \right)^{-1} \frac{d}{dx} V(x^{*}+1) - \delta_x z(x^*) \right| \geq 1 \quad \text{for } \varepsilon \to 0,
$$

where $V(x)$, $x \in \overline{D}$ is the singular component of the solution to problem (3.2), (3.1). This formula contradicts the assumption that the numerical solution $z(x)$ of scheme (3.4) on the mesh (3.3) satisfying (3.25) converges, as $N \to \infty$, to the solution $u(x)$ of problem (3.2), (3.1) $\varepsilon$-uniformly in the $\rho_u^{1h}(-)$-metric.

**Lemma 3.5.** In the class of meshes (3.3) satisfying the condition (3.25) there do not exist meshes on which scheme (3.4) converges $\varepsilon$-uniformly in the $\rho_u^{1h}(-)$-metric.

**Remark.** The statement of Lemma 3.5 remains valid also in that case if on the interval $[0, \sigma]$, where $\sigma = \min[m, m_0\varepsilon \ln \varepsilon^{-1}]$, $m_0 = m_{13.17}$, there exists a subinterval of width $l(\varepsilon)$, where $l(\varepsilon) \to 0$, $\varepsilon^{-1} \ln(\varepsilon) \to \infty$ for $\varepsilon \to 0$, on which condition (3.25) holds.

### 4. Problem (2.2), (2.1)—a classical finite difference scheme

#### 4.1. In this section we give a classical difference scheme for problem (2.2), (2.1) and show some issues arising in the numerical solution. On the set $\overline{D}$ we introduce the rectangular mesh

$$
\overline{D}_h = \overline{\omega}_1 \times \omega_2,
$$

(4.1)

where $\overline{\omega}_1$ and $\omega_2$ are meshes on the interval $[0, d]$ and on the axis $x_2$ respectively; $\omega_2$ is a uniform mesh with the stepsize $h_2 = N_2^{-1}$; $\overline{\omega}_1$ is a mesh with an arbitrary distribution of nodes satisfying only the condition $h_1 \leq MN_1^{-1}$, $h_1 = \max h_1^i$, where $h_1^i = x_1^{i+1} - x_1^i$, $x_1^i, x_1^{i+1} \in \overline{\omega}_1$. Here $N_1 + 1$ and $N_2 + 1$ are the number of nodes in the mesh $\overline{\omega}_1$ and on the interval of unit length in the mesh $\omega_2$; assume $N = \min[N_1, N_2]$. To construct numerical methods, it seems interesting to use sufficiently simple meshes

$$
\overline{D}_h = \overline{D}_{h(4.1)}, \quad \text{where } \overline{\omega}_1 \text{ is a piecewise uniform mesh.}
$$

(4.2)

To solve the problem, we use the monotone scheme with upwind difference derivatives [9]

$$
\Lambda z(x) \equiv \left\{ \varepsilon \sum_{s=1,2} a_s(x) \delta_{\xi_s} z + \sum_{s=1,2} \left[ b^+_s(x) \delta_{xs} z + b^-_s(x) \delta_{\xi_s} z \right] - c(x) \right\} z(x) = f(x, t),
$$

$$
x \in D_h, \quad z(x) = \varphi(x), \quad x \in \Gamma_h,
$$

(4.3)

where $D_h = D \cap \overline{D}_h$, $\Gamma_h = \Gamma \cap \overline{D}_h$, $\delta_{\xi_s} z(x)$ and $\delta_{xs} z(x)$, $\delta_{\xi_s} z(x)$ are the second and first (forward and back) difference derivatives, for example, $\delta_{xs1} z(x) = 2(h_1^i + h_1^{i-1})^{-1} [\delta_{x1} z(x) - \delta_{\xi_s} z(x)], x = (x_1^i, x_2^i); v^+(x) = 2^{-1}(v(x) + |v(x)|), v^-(x) = 2^{-1}(v(x) - |v(x)|)$. 


For the solution of the difference scheme (4.3), (4.1) we have the error estimate
\[
|u(x) - z(x)| \leq M[(\epsilon + N_1^{-1})^{-1}N_1^{-1} + N_2^{-1}], \quad x \in \overline{D}_h. \tag{4.4}
\]
Let
\[
\overline{D}_h \quad \text{be a uniform mesh} \tag{4.5}
\]
with the stepsize in \( x_i \) equal to \( h_i = dN_1^{-1} \). For the solutions of the finite difference scheme (4.3) on meshes (4.2) or (4.5) we have the error bounds
\[
|u(x) - z(x)| \leq M[(\epsilon + N_1^{-1})^{-1}N_1^{-1} + N_2^{-1}], \quad x \in \overline{D}_h. \tag{4.6}
\]
For the derivatives in the case of scheme (4.3), (4.5) we have
\[
\left| \frac{\partial}{\partial x_1} u(x) - \delta_{x_1} z(x) \right| \leq M \epsilon^{-1}[(\epsilon + N_1^{-1})^{-1}N_1^{-1} + N_2^{-1}], \quad x \in \overline{D}_h; \tag{4.7a}
\]
\[
\left| \frac{\partial^2}{\partial x_1^2} u(x) - \delta_{x_1x_1} z(x) \right| \leq M \epsilon^{-2}[(\epsilon + N_1^{-1})^{-1}N_1^{-1} + N_2^{-1}], \quad x \in D_h; \tag{4.7b}
\]
\[
\left| \frac{\partial}{\partial x_2} u(x) - \delta_{x_2} z(x) \right|, \quad \left| \frac{\partial^2}{\partial x_2^2} u(x) - \delta_{x_2x_2} z(x) \right| \leq M[(\epsilon + N_1^{-1})^{-1}N_1^{-1} + N_2^{-1}], \quad x \in \overline{D}_h. \tag{4.8}
\]
Estimates (4.7a,b) are unimprovable with respect to the values of \( N_1, \epsilon \), while estimates (4.6) and (4.8) are unimprovable under the (unimprovable) condition
\[
N_1^{-1} = \mathcal{O}(\epsilon). \tag{4.9}
\]
When deriving these estimates we used the explicit form of the main terms in the asymptotic (in \( \epsilon \)) for the regular and singular components of the solutions to problems (2.2), (2.1) and (4.3), (4.5).

For the function \( \tilde{z}_{(2,0)}(x), \quad x \in \overline{D} \) in the case of scheme (4.3), (4.5) we have the estimates
\[
\left\| \frac{\partial^{k_1}}{\partial x_1^{k_1}} (u - \tilde{z}) \right\|_{C^2} \leq M[\epsilon^{-k_1}(\epsilon + N_1^{-1})^{-1}N_1^{-1} + N_2^{-1}(\epsilon + N_2^{-1})^{-k_1}], \quad k_1 = k = 1, 2; \tag{4.10}
\]
and these estimates are unimprovable with respect to the values of \( N, \epsilon \).

Thus, the function \( \tilde{z}(x) \) converges in the norm \( \| \cdot \|_{C^2} \) if the following unimprovable condition holds:
\[
N_1^{-1} = o(\epsilon^{1+k}), \quad N_2^{-1} = o(\epsilon^k), \quad k = 0, 1, 2. \tag{4.11}
\]

**Theorem 4.1.** Let estimates (A.2), (A.4) be satisfied for the solutions of the boundary value problem (2.2), (2.1) and their components from representation (A.1). Then, in the case of the finite difference scheme (4.3), (4.5), the condition (4.11) is necessary and sufficient for the convergence of the function \( \tilde{z}(x), \quad x \in \overline{D} \) in the norm \( \| \cdot \|_{C^2}, \quad k = 0, 1, 2. \) Estimates (4.4), (4.6), (4.7), (4.8) and (4.10) are valid for the mesh solutions and
derivatives; estimates (4.7), (4.10) and also estimates (4.6), (4.8), if condition (4.9) holds, are unimprovable with respect to the values of $N, \varepsilon$.

4.2. We now consider the convergence of scheme (4.3), (4.5) in the $\rho^k_{\varepsilon}(-)$-metric. The solutions of this scheme are not bounded $(N, \varepsilon)$-uniformly in the $\rho^k_{\varepsilon}(-)$-metric. The condition

$$N_1^{-1} = O(\varepsilon \ln^{-1}(\varepsilon^{-1} + 1))$$

is necessary and sufficient for the numerical solutions to be bounded in the $\rho^k_{\varepsilon}(-)$-metric. Under this condition, we have the following estimate:

$$\rho^k_{\varepsilon}(\varepsilon) \leq M[N_1^{-1} \varepsilon^{-1} \ln(\varepsilon^{-1} + 1) + N_2^{-1}], \quad k = 1, 2,$$

which is unimprovable with respect to the values of $N, \varepsilon$.

The condition

$$N_1^{-1} = o(\varepsilon \ln^{-1}(\varepsilon^{-1} + 1))$$

is necessary and sufficient for the convergence of scheme (4.3), (4.5) in the $\rho^k_{\varepsilon}(-)$-metric. The convergence defect of this scheme in the $\rho^k_{\varepsilon}(-)$-metric is $O(\varepsilon^{-1} \ln(\varepsilon^{-1} + 1))$.

Theorem 4.2. Let the hypothesis of Theorem 4.1 be fulfilled. Then condition (4.12) (condition (4.14)) is necessary and sufficient for the solutions of the finite difference scheme (4.3), (4.5) to be $(N, \varepsilon)$-uniformly bounded (to be convergent) in the $\rho^k_{\varepsilon}(-)$-metric; the convergence defect of this scheme is $O(\varepsilon^{-1} \ln(\varepsilon^{-1} + 1))$. Under condition (4.12), the estimate (4.13), which is unimprovable with respect to the values of $N, \varepsilon$ is satisfied for the solutions of the difference scheme.

4.3. As above in the case of the model boundary value problem (3.2), (3.1) and finite difference scheme (3.4), (3.1), we establish the following non-existence result.

Theorem 4.3. In the class of meshes (4.1) satisfying condition (3.25) on the interval $[0, d]$, there do not exist meshes on which scheme (4.3) converges $\varepsilon$-uniformly in the $\rho^k_{\varepsilon}(-)$-metric.

5. Piecewise uniform mesh—the model problem

5.1. For the boundary value problem (3.2), (3.1) we give a scheme on piecewise uniform meshes which converges $\varepsilon$-uniformly in the norm $\| \cdot \|$ and discuss the approximation of derivatives.

On the set $\overline{D}$ we construct the mesh

$$\overline{D}_h = \overline{D}_h^*(\sigma(l)) = \overline{D}_h^*(l) = \overline{\sigma}_0^*.$$

Here $\overline{\sigma}_0^*$ is a mesh with a piecewise constant stepsize. To construct the mesh $\overline{\sigma}_0^*$, we divide the interval $[0, d]$ into two parts $[0, \sigma]$ and $[\sigma, d]$. In each of them the mesh stepsize is constant and equal to $h(1) = 2\sigma N^{-1}$ and $h(2) = 2(d - \sigma)N^{-1}$, respectively. Assume

$$\sigma = \sigma(\varepsilon, N, d; l, m) = \min[2^{-1}d, lm^{-1} \varepsilon \ln N],$$

(5.1b)
where \( m = a^{-1}b, \ l > 0 \) is a mesh parameter. The mesh \( D_h^* \) is thus constructed. Let us introduce auxiliary parameters \( \gamma_k \) used in the sequel for constructions

\[
\gamma_k = \gamma_k(\varepsilon; m) = km^{-1} \varepsilon \ln(\varepsilon^{-1} + 1), \quad m = m_{(5.1)}, \ k = 1, 2. \tag{5.2}
\]

Note that the meshes

\[
D_h^* = D_h^{(5.1)}(l)
\]

have been introduced in [12] (see also [4; 6; 7]), where \( l \) is an arbitrary number satisfying the condition \( l \geq 1 \).

For the solutions of the difference scheme (3.4), (5.1) we have the estimates

\[
\|u - \tilde{z}\| \leq M \{N^{-1} \min[\ln N, \varepsilon^{-1}] + N^{-l-1}(\varepsilon + N^{-1})^{-1}\} \equiv M\mu_0(N, \varepsilon; l); \tag{5.4a}
\]

\[
\|u - \tilde{z}\| \leq M(N^{-1} \ln N + N^{-1}), \quad M = M(l). \tag{5.4b}
\]

Estimates (5.4a) and (5.4b) are unimprovable with respect to the values of \( N, \varepsilon \) and \( N \) respectively. We obtain the best \( \varepsilon \)-uniform order of convergence

\[
\|u - \tilde{z}\| \leq MN^{-1} \ln N \tag{5.5}
\]

if the following condition holds

\[
l \geq 1. \tag{5.6}
\]

For the derivatives in the case of scheme (3.4), (5.1), we have

\[
\left| \frac{d}{dx} u(x) - \delta_x z(x) \right| \leq M\varepsilon^{-1} \mu_0(N, \varepsilon; l), \quad x \in \overline{D}_h; \tag{5.7}
\]

\[
\left| \frac{d^2}{dx^2} u(x) - \delta_{xx} z(x) \right| \leq M\varepsilon^{-2} \mu_0(N, \varepsilon; l), \quad x \in \overline{D}_h,
\]

where \( \mu_0(N, \varepsilon; l) = \mu_{0_{(5.4)}}(N, \varepsilon; l); \) these estimates are unimprovable. For the function \( \tilde{z}(x), \ x \in \overline{D} \), we have the unimprovable estimate

\[
\left\| \frac{d^k}{dx^k} (u - \tilde{z}) \right\|_1, \ \|u - \tilde{z}\|_{C_1} \leq M\varepsilon^{-k} \mu_0(N, \varepsilon; l), \quad k = 1, 2. \tag{5.7}
\]

The error \( \|\frac{d}{dx} (u - \tilde{z})\|_1, k = 1, 2 \) is bounded under the following condition

\[
(N^{-1} \varepsilon^{-k} \min[\ln N, \varepsilon^{-1}] + N^{-l-1} \varepsilon^{-k}(\varepsilon + N^{-1})^{-1} \leq M);
\]

\[
N^{-1} = \mathcal{O}(\varepsilon^{2/(l+1)}) \quad \text{for} \ l < 1,
\]

\[
N^{-1} = \mathcal{O}(\varepsilon \ln^{-1}(\varepsilon^{-1} + 1)) \quad \text{for} \ l \geq 1, \ k = 1;
\]

\[
N^{-1} = \mathcal{O}(\varepsilon^{3/(l+1)}) \quad \text{for} \ l < 2^{-1},
\]

\[
N^{-1} = \mathcal{O}(\varepsilon^{2 \ln^{-1}(\varepsilon^{-1} + 1)}) \quad \text{for} \ l \geq 2^{-1}, \ k = 2;
\]

which is unimprovable. The condition

\[
N^{-1} = o(\varepsilon^{(k+1)/(l+1)}) \quad \text{for} \ u < k^{-1};
\]

\[
N^{-1} = o(\varepsilon^{k \ln^{-1}(\varepsilon^{-1} + 1)}) \quad \text{for} \ l \geq k^{-1}, \ k = 1, 2
\]

is necessary and sufficient for the convergence of the derivatives \((d^k/ dx^k)\tilde{z}, \ x \in \overline{D}\).
The convergence defect of the scheme in the norm $\|\cdot\|_{C^k}$ is
\[ C(e^{-(k+1)/(l+1)}) \] for $l < k^{-1}$ and $C(e^{-k \ln(e^{-1}+1)})$ for $l \geq k^{-1}$.

**Lemma 5.1.** The solution of the finite difference scheme (3.4), (5.1) converges $\varepsilon$-uniformly in the norm $\|\cdot\|$. Condition (5.8) (condition (5.9)) is necessary and sufficient for the boundedness of $\|u - \bar{u}\|_{C^2}$, $k = 1$, (for the convergence in the norm $\|\cdot\|_{C^k}$). Estimates (5.4), (5.7) and also estimate (5.5), if condition (5.6) holds, are satisfied for the mesh solutions. Estimates (5.4a), (5.7) and estimate (5.4b) are unimprovable with respect to the values of $N, r$ and $N$ respectively; the convergence defect for this scheme in the norm $\|\cdot\|_{C^k}$ is not lower than $C(e^{-k \ln(e^{-1}+1)})$, $k = 1, 2$.

5.2. Let us consider the convergence of scheme (3.4), (5.1) in the $\rho^{uh}(\cdot)$-metric.

Taking into account estimate (3.17), we verify that the solution of grid problem (3.4), (5.1) is not bounded $(N, r)$-uniformly in the $\rho^{uh}(\cdot)$-metric. With regard to estimates (3.16) and (3.17) and the explicit form of the singular components of the solutions to the differential and grid problems, we establish that the following condition (either $\varepsilon^{-2k} h^1 \gamma_1 \leq M$ for $\varepsilon^{-1}(\gamma_1 - \sigma) < M_0$, or $N^{-1} e^{-1}(\varepsilon + N^{-1})^{-1}(\gamma_1 - \sigma) \leq M$ for $\gamma_1 - \sigma - M_0 \varepsilon \geq 0$):
\[ N^{-1} = C(e^2(\gamma_1 - \sigma)^{-1}) \] for $\varepsilon^{-1}(\gamma_1 - \sigma) \geq M_0$, \hspace{1cm} (5.10a)
\[ \sigma N^{-1} = C(e^2(\gamma_1)^{-1}) \] for $\varepsilon^{-1}(\gamma_1 - \sigma) < M_0$, \hspace{1cm} (5.10b)
is necessary and sufficient for the mesh solutions to be bounded in the $\rho^{uh}(\cdot)$-metric, where $\sigma = \sigma(5.1)$, $\gamma_1 = \gamma_1(5.2)$, $M_0$ is any constant. In condition (5.10a) we have $M_0 \leq e^{-1}(\gamma_1 - \sigma) \leq M \ln(e^{-1} + 1)$.

In the case of condition (5.10a), we obtain the estimate
\[ \rho^{uh}_u(z) \leq M\{N^{-1} \min[\ln N, \varepsilon^{-1}]^2 + N^{-1}(\varepsilon + N^{-1})^{-1}e^{-1}(\gamma_1 - \sigma)}\}, \hspace{1cm} (5.11)\]
while under condition (5.10b) we have
\[ \rho^{uh}_u(z) \leq M\{N^{-1} \min[\ln N, \varepsilon^{-1}]^{-1}e^{-1}(\gamma_1 + N^{-1}(\varepsilon + N^{-1})^{-1} \exp(-e^{-1}(\sigma - \gamma_1))}\}. \hspace{1cm} (5.12)\]

Estimates (5.11) and (5.12) are unimprovable.

Note that under the condition $\varepsilon^{-1}(\gamma_1 - \sigma) \geq M_0$ (see condition (5.10a) and estimate (5.11)) we have $e^{-1}(\gamma_1 - \sigma) \leq M \ln(e^{-1} + 1)$.

In the case of the $\rho^{uh}(\cdot)$-metric, the condition
\[ N^{-1} = C(e^2(\gamma_2 - \sigma)^{-1}) \] for $\varepsilon^{-1}(\gamma_2 - \sigma) \geq M_0$, \hspace{1cm} (5.13a)
\[ \sigma N^{-1} = C(e^2(\gamma_2)^{-1}) \] for $\varepsilon^{-1}(\gamma_2 - \sigma) < M_0$, \hspace{1cm} (5.13b)
is necessary and sufficient for the mesh solutions to be bounded. Under condition (5.13a) we have
\[ \rho^{uh}_u(z) \leq M\{N^{-1} \min[\ln N, \varepsilon^{-1}]^2 + N^{-1}(\varepsilon + N^{-1})^{-1}e^{-1}(\gamma_2 - \sigma)}\}. \hspace{1cm} (5.14)\]

Under condition (5.13b) and the additional condition
\[ \left\| \frac{\partial^2}{\partial x^2} U(0) \right\| \leq M(\varepsilon + \delta)^2, \] when $k = 2$, \hspace{1cm} (5.15)
where $\lambda$ is any constant from the interval $[0, 1]$, the value $\delta = \delta(N)$ tends to zero as $N \to \infty$, the following estimate holds:

$$
\rho_u^{2h}(z) \leq M \{N^{-1} \min[\ln N, \varepsilon^{-1}] \varepsilon^{-1} \gamma_2 + N^{-1}(\varepsilon + N^{-1})^{-1}(\varepsilon + \delta)^2 + N^{-1}(\varepsilon + N^{-1})^{-1} \exp(-\varepsilon^{-1}(\sigma - \gamma_2)) \}. \tag{5.16}
$$

Estimates (5.14) and (5.16) are unimprovable.

It follows from estimates (5.11), (5.12), (5.14) and (5.16) that the condition of convergence in the $\rho_u^{bh}(\cdot)$-metric for scheme (3.4), (5.1) depends on the value $l$. The scheme converges if the following unimprovable condition holds:

$$
N^{-1} = o(\varepsilon^2(\gamma_k - \sigma)^{-1}), \quad l < k;
$$

$$
N^{-1} = o(\varepsilon^{1/l}), \quad l \geq k; \quad k = 1, 2 \text{ and } \lambda > 0 \text{ for } k = 2, \tag{5.17a}
$$

$$
N^{-1} = o(\varepsilon^2(\gamma_k - \sigma)^{-1}), \quad l < k;
$$

$$
N^{-1} = o(\varepsilon), \quad l \geq k; \quad k = 2 \text{ and } \lambda = 0. \tag{5.17b}
$$

If $l < k$ in condition (5.17), then we have

$$
m\varepsilon \ln^{-1}(\varepsilon^{-1} + 1) \leq \varepsilon^2(\gamma_k - \sigma)^{-1} \leq M_0^{-1}\varepsilon.
$$

Thus the convergence defect for scheme (3.4), (5.1) in the $\rho_u^{bh}(\cdot)$-metric is not higher than $O(\varepsilon^{-1} \ln(\varepsilon^{-1} + 1))$ for $l < k$; for $l \geq k$ the defect is $O(\varepsilon^{-1/k})$ if $k = 1$ and also if $k = 2$ and $\lambda > 0$; the defect is $O(\varepsilon^{-1})$ if $\lambda = 0$ for $k = 2$. The defect $O(\varepsilon^{-1} \ln(\varepsilon^{-1} + 1))$ is achieved, for example, if the condition $\gamma_k \geq (1 + m)\sigma$ holds.

If the following condition holds:

$$
l \geq k \nu^{-1} \text{ and } \{\lambda > 0, \text{ if } k = 2\}, \quad k = 1, 2, \tag{5.18}
$$

where $\nu = \nu(2, 11), \nu \leq 1$, then the convergence defect of scheme (3.4), (5.1) in the $\rho_u^{bh}(\cdot)$-metric is not higher than $O(\varepsilon^{-1})$, i.e. the scheme converges almost $\varepsilon$-uniformly in the $\rho_u^{bh}(\cdot)$-metric; the convergence defect is unimprovable with respect to $\nu$. Under the condition

$$
l \geq k \text{ and } N^{-1} = O(\varepsilon^{1/l}), \quad \{\lambda > 0 \text{ if } k = 2\} \tag{5.19}
$$

the following unimprovable estimate is valid:

$$
\rho_u^{bh}(z) \leq \begin{cases} 
M \{N^{-1} \min[\ln N, \varepsilon^{-1}] \ln(\varepsilon^{-1} + 1) + N^{-1} \varepsilon^{-1}\}, & k = 1, \\
M \{N^{-1} \min[\ln N, \varepsilon^{-1}] \ln(\varepsilon^{-1} + 1) + N^{-1} \varepsilon^{-2}\} + N^{-1}(\varepsilon + N^{-1})^{-1}(\varepsilon + \delta)^2, & k = 2.
\end{cases} \tag{5.20}
$$

Under the condition

$$
l \equiv k = 2, \quad \lambda = 0 \quad \text{and} \quad N^{-1} = O(\varepsilon) \tag{5.21}
$$

the following unimprovable estimate holds:

$$
\rho_u^{2h}(z) \leq MN^{-1}(\varepsilon + N^{-1})^{-1}. \tag{5.22}
$$

**Lemma 5.2.** In the case of the finite difference scheme (3.4), (5.1) the condition (5.10), (5.13) (condition (5.17)) is necessary and sufficient for the mesh solutions to be $(N, \varepsilon)$-uniformly bounded (for the convergence of the scheme) in the $\rho_u^{bh}(\cdot)$-metric. Under
condition (5.18) the scheme converges almost $\varepsilon$-uniformly in $\rho_u^{kh}()$; the convergence defect is $O(\varepsilon^{-k/l})$ if $l \geq k$. Under condition (5.21) the scheme converges in $\rho_u^{kh}()$ with the convergence defect $O(\varepsilon^{-1})$. The mesh solutions satisfy estimates (5.11), (5.12), (5.14), (5.16), (5.20) and (5.22) if conditions (5.10a), (5.10b), (5.13a), {5.13b}, (5.15), (5.19) and (5.21) hold, respectively. These estimates are unimprovable with respect to the values of $N$, $\varepsilon$.

6. Finite difference scheme with improved $\rho_u^{kh}$ convergence—the model problem

The quantity $\sigma$ from mesh (5.1), which locates the transition point $x = \sigma$ of the mesh, depends on the values of $N$, $\varepsilon$, $\eta$. On such meshes the scheme converges in the $\rho_u^{kh}()$-metric under condition (5.17), in particular, under the following condition (unimprovable with respect to the value of $\varepsilon$):

$$N^{-1} = o(\varepsilon^{k/l}) \quad \text{for } l \geq k, \ k = 1, 2. \quad (6.1)$$

It is in our interest to construct piecewise-uniform meshes on which scheme (3.4) converges in the $\rho_u^{kh}()$-metric under a weaker condition than condition (6.1).

6.1. We consider schemes on piecewise-uniform meshes in the case when the transition point $x = \sigma$ satisfies the following condition:

$$\varepsilon^{-1} \sigma = \psi(\varepsilon), \quad \text{where } \psi(\varepsilon) \to \infty, \ \varepsilon \psi(\varepsilon) \to 0 \text{ as } \varepsilon \to 0.$$

On the set $\overline{D}$ we construct the mesh

$$\overline{D}_h = D_{h[(5.1a)\sigma(\eta)]}, \quad (6.2a)$$

where

$$\sigma = \sigma(\varepsilon; \eta, m) = \min[2^{-1}d, \eta m^{-1} \varepsilon \ln(\varepsilon^{-1} + M)], \quad m = m_{(5.1)}, \quad (6.2b)$$

and $\eta > 0$ is a mesh parameter; the constant $M$ is chosen to satisfy the condition $\ln(1 + M) \geq d$, $M > e$. For such values of $\sigma$ we have

$$|V(x)| \leq M \varepsilon^{\eta}, \quad x \geq \sigma, \ x \in \overline{D}.$$  

By using the explicit form of the components (the singular part and the main term of the regular part) of the solutions to problems (3.2), (3.1) and (3.4), (6.2), we establish the estimate

$$\|u - \tilde{z}\| \leq M \{\min[N^{-1} \ln(\varepsilon^{-1} + 1), 0] + N^{-1} \varepsilon^{\eta}(\varepsilon + N^{-1})^{-1}\} \equiv M \mu_1(N, \varepsilon; \eta). \quad (6.3)$$

This estimate is unimprovable with respect to the values of $N$, $\varepsilon$. The error $\|u - \tilde{z}\|$ is $\varepsilon$-uniformly bounded under the condition

$$\forall N, \ \forall \varepsilon. \quad (6.4)$$

The scheme converges in the norm $\| \cdot \|$ if the following unimprovable condition holds:

$$N^{-1} = o(\ln^{-1}(\varepsilon^{-1} + 1)). \quad (6.5)$$

Thus the convergence defect of the scheme is $O(\ln(\varepsilon^{-1} + 1))$. 

In the case when the solution of the difference scheme converges under the condition \( N^{-1} \ln'(\epsilon^{-1} + 1) \rightarrow 0 \), where \( r > 0 \) is some constant, we say that the scheme converges \( \varepsilon \)-uniformly up to a logarithmic factor (namely, up to the factor \( \ln' (\epsilon^{-1} + 1) \)).

Thus scheme (3.4), (6.2) converges in the norm \( \| \cdot \| \) \( \varepsilon \)-uniformly up to the logarithmic factor \( \ln'(\epsilon^{-1} + 1) \).

For the derivatives we get the unimprovable estimates

\[
\left| \frac{d}{dx} u(x) - \delta_{i} z(x) \right| \leq M \varepsilon^{-1} \mu_{1}(N, \varepsilon; \eta), \quad x \in \overline{D}_{h};
\]

\[
\left| \frac{d^{2}}{dx^{2}} u(x) - \delta_{xx} z(x) \right| \leq M \varepsilon^{-2} \mu_{1}(N, \varepsilon; \eta), \quad x \in \overline{D}_{h};
\]

where \( \mu_{1}(N, \varepsilon; \eta) = \mu_{1}(N, \varepsilon; \eta) \). For the function \( \tilde{z}(x), x \in \overline{D} \) we have the unimprovable estimate

\[
\left\| \frac{d^{k}}{dx^{k}} (u - \tilde{z}) \right\| \leq M \varepsilon^{-k} \mu_{1}(N, \varepsilon; \eta), \quad k = 1, 2. \tag{6.6}
\]

The condition \( \varepsilon^{-k} \mu_{1}(N, \varepsilon; \eta) \leq M \), i.e.

\[
N^{-1} = \mathcal{O}(\varepsilon^{k} \ln^{-1}(\varepsilon^{-1} + 1)) \quad \text{for } \eta \geq 1;
\]

\[
N^{-1} = \mathcal{O}(\varepsilon^{1+k-\eta}) \quad \text{for } \eta < 1; \quad k = 1, 2 \tag{6.7}
\]

is necessary and sufficient for the error \( \left\| \frac{d}{dx} (u - \tilde{z}) \right\| \) to be bounded. The derivatives \( \left( \frac{d^{k}}{dx^{k}} \right) \tilde{z}(x), x \in \overline{D} \) converge if the following unimprovable condition holds:

\[
N^{-1} = \mathcal{O}(\varepsilon^{k} \ln^{-1}(\varepsilon^{-1} + 1)) \quad \text{for } \eta \geq k;
\]

\[
N^{-1} = \mathcal{O}(\varepsilon^{1+k-\eta}) \quad \text{for } \eta < k; \quad k = 1, 2. \tag{6.8}
\]

The convergence defect of the scheme in the norm \( \| \cdot \|_{c_{2}^{k}}, k = 1, 2 \) is \( \mathcal{O}(\varepsilon^{-1-h+\eta}) \) for \( \eta < 1 \) and \( \mathcal{O}(\varepsilon^{-k} \ln(\varepsilon^{-1} + 1)) \) for \( \eta \geq 1 \).

**Lemma 6.1.** Conditions (6.4) and (6.7) (conditions (6.5) and (6.8)) are necessary and sufficient for the errors in the solutions of the finite difference scheme (3.4), (6.2) \( \| u - \tilde{z} \| \) and \( \| u - \tilde{z} \|_{c_{2}^{k}} \) to be bounded (for the convergence of the scheme in the norms \( \| \cdot \| \) and \( \| \cdot \|_{c_{2}^{k}} \) respectively. Estimates (6.3) and (6.6), which are unimprovable with respect to the values of \( N, \varepsilon \), are satisfied for the mesh solutions. The convergence defect of the scheme is \( \mathcal{O}(\ln(\varepsilon^{-1} + 1)) \) in the norm \( \| \cdot \| \) and not lower than \( \mathcal{O}(\varepsilon^{-k} \ln(\varepsilon^{-1} + 1)) \) in the norm \( \| \cdot \|_{c_{2}^{k}} \).

6.2. We now consider the approximation of the solutions to the boundary value problem by the discrete solutions in the \( \rho_{u}^{L}(-\cdot) \)-metric.

The solution of the difference scheme (3.4), (6.2) is not bounded \( (N, \varepsilon) \)-uniformly in the \( \rho_{u}^{L}(-\cdot) \)-metric. The condition (either \( h \leq M \varepsilon \ln^{-1}(\varepsilon^{-1} + 1) \) for \( \eta < 1 \), or \( h \leq M \ln^{-2}(\varepsilon^{-1} + 1) \) for \( \eta \geq 1 \):

\[
N^{-1} = \mathcal{O}(\varepsilon \ln^{-1}(\varepsilon^{-1} + 1)) \quad \text{for } \eta < 1;
\]

\[
N^{-1} = \mathcal{O}(\ln^{-2}(\varepsilon^{-1} + 1)) \quad \text{for } \eta \geq 1 \tag{6.9}
\]

is necessary and sufficient for \( \rho_{u}^{L}(z) \) to be bounded.
In the case of condition (6.9) we have the unimprovable estimate

\[
\rho_{\mu}^{1h}(z) \leq \begin{cases} 
M[N^{-1}(\varepsilon + N^{-1})^{-1} + N^{-1}\varepsilon^{-1}(1 - \eta) \ln(\varepsilon^{-1} + 1)] & \text{for } \eta \leq 1, \\
M[N^{-1} \ln^2(\varepsilon^{-1} + 1) + N^{-1}\varepsilon^{-1}(\varepsilon + N^{-1})^{-1}] & \text{for } \eta > 1.
\end{cases}
\] (6.10)

It follows from this estimate that the scheme converges in the \(\rho_{\mu}^{1h}(\cdot)\)-metric under the following unimprovable condition:

\[
N^{-1} = o(\varepsilon \ln^{-1}(\varepsilon^{-1} + 1)) \quad \text{for } \eta < 1,
\]
\[
N^{-1} = o(\varepsilon) \quad \text{for } \eta = 1,
\]
\[
N^{-1} = o(\ln^{-2}(\varepsilon^{-1} + 1)) \quad \text{for } \eta > 1.
\] (6.11)

In the case of the \(\rho_{\mu}^{2h}(\cdot)\)-metric, the condition

\[
N^{-1} = C(\varepsilon \ln^{-1}(\varepsilon^{-1} + 1)) \quad \text{for } \eta < 2;
\]
\[
N^{-1} = C(\ln^{-2}(\varepsilon^{-1} + 1)) \quad \text{for } \eta \geq 2
\] (6.12)

is necessary and sufficient for the mesh solutions to be bounded. If this condition and the following additional condition hold

\[
\left\| \frac{d^2}{dx^2} U(0) \right\| \leq M(\varepsilon \ln(\varepsilon^{-1} + 1) + \delta)^\lambda,
\] (6.13)

where \(\lambda\) is a number from the interval \([0, 1]\), the value \(\delta = \delta(N)\) tends to zero as \(N \to \infty\), then we have the unimprovable estimate

\[
\rho_{\mu}^{2h}(z) \leq \begin{cases} 
M[N^{-1}(\varepsilon + N^{-1})^{-1} + N^{-1}\varepsilon^{-1}(2 - \eta) \ln(\varepsilon^{-1} + 1)] & \text{for } \eta \leq 2, \\
M[\min\{N^{-1} \ln^2(\varepsilon^{-1} + 1), 1\} + N^{-1}\varepsilon^{-2}(\varepsilon + N^{-1})^{-1} + N^{-1}(\varepsilon + N^{-1})^{-1}(\varepsilon \ln(\varepsilon^{-1} + 1) + N^{-1})^\lambda] & \text{for } \eta > 2.
\end{cases}
\] (6.14)

The scheme converges in the \(\rho_{\mu}^{2h}(\cdot)\)-metric under the unimprovable condition

\[
N^{-1} = o(\varepsilon \ln^{-1}(\varepsilon^{-1} + 1)) \quad \text{for } \eta < 2;
\]
\[
N^{-1} = o(\varepsilon) \quad \text{for } \eta = 2;
\]
\[
N^{-1} = o(\ln^{-2}(\varepsilon^{-1} + 1)) \quad \text{for } \eta > 2, \text{ if } \lambda \neq 0;
\]
\[
N^{-1} = o(\varepsilon) \quad \text{for } \eta > 2, \text{ if } \lambda = 0.
\] (6.15)

Thus scheme (3.4), (6.2) under the condition

\[
\eta > k, \{k > 0, \text{ when } k = 2\} \quad \text{and} \quad N^{-1} = o(\ln^{-2}(\varepsilon^{-1} + 1)), \quad k = 1, 2 \quad (6.16)
\]

converges in the \(\rho_{\mu}^{kh}(\cdot)\)-metric, i.e. the scheme converges \(\varepsilon\)-uniformly up to a logarithmic factor [the convergence defect is \(C(\ln^2(\varepsilon^{-1} + 1))\)]. Under the condition

\[
\eta \geq k = 2, \quad \lambda = 0 \quad \text{and} \quad N^{-1} = o(\varepsilon), \quad (6.17)
\]

the scheme converges in the \(\rho_{\mu}^{2h}(\cdot)\)-metric; the convergence defect is \(C(\varepsilon^{-1})\).
Under the condition
\[ \eta > k, \quad \lambda > 0, \text{ when } k = 2 \] and
\[ N^{-1} = \mathcal{O}(\ln^{-2}(\varepsilon^{-1} + 1)), \quad k = 1, 2, \]
we have the estimate
\[ \rho_u^{kh}(z) \leq \begin{cases} M[\ln^{-2}(\varepsilon^{-1} + 1) + N^{-\eta + 1}], & k = 1, \\ M[\ln^{-2}(\varepsilon^{-1} + 1) + N^{-\lambda} \ln N + N^{-\eta + 2}], & k = 2, \end{cases} \]
and under the additional condition
\[ \eta \geq k + 1, \quad k = 1, 2, \]
we have the estimate
\[ \rho_u^{kh}(z) \leq \begin{cases} MN^{-1} \ln^2(\varepsilon^{-1} + 1), & k = 1, \\ MN^{-1} \ln^2(\varepsilon^{-1} + 1) + N^{-\lambda} \ln N, & k = 2. \end{cases} \]
The scheme converges in the \( \rho_u^{kh}(\cdot) \)-metric with the first-order accuracy for \( k = 1 \) and with the order \( \lambda \) (up to the factor \( \ln N \)) for \( k = 2 \); moreover, the convergence for \( k = 1 \) and \( k = 2 \) is \( \varepsilon \)-uniform up to the factor \( \ln^2(\varepsilon^{-1} + 1) \).

In the case of the condition
\[ \eta \geq k = 2, \quad \lambda = 0 \text{ and } N^{-1} = \mathcal{O}(\varepsilon), \]
we have the estimate
\[ \rho_u^{2h}(z) \leq M[N^{-1}(\varepsilon + N^{-1})^{-1} + N^{-\eta + 2}], \]
and under the additional condition (6.20), we have
\[ \rho_u^{2h}(z) \leq MN^{-1}(\varepsilon + N^{-1})^{-1}, \]
i.e. the scheme converges in the \( \rho_u^{2h}(\cdot) \)-metric with the first order of accuracy and with the convergence defect \( \mathcal{O}(\varepsilon^{-1}) \).

**Lemma 6.2.** In the case of the finite difference scheme (3.4), (6.2) conditions (6.9) and (6.12) (conditions (6.11) and (6.15)) are necessary and sufficient for the mesh solutions to be \((N, \varepsilon)\)-uniformly bounded (for the convergence of the scheme) in the \( \rho_u^{kh}(\cdot) \)-metric. Under condition (6.16) the scheme converges in the \( \rho_u^{kh}(\cdot) \)-metric \( \varepsilon \)-uniformly up to the factor \( \ln^2(\varepsilon^{-1} + 1) \). Under condition (6.17) the scheme converges in the \( \rho_u^{2h}(\cdot) \)-metric with the convergence defect \( \mathcal{O}(\varepsilon^{-1}) \). The mesh solutions satisfy estimates (6.10), (6.14), (6.19), (6.21), (6.23) and (6.24) if conditions (6.9), (6.12), (6.13), (6.18), (6.18), (6.20), (6.20) hold respectively. These estimates are unimprovable with respect to the values of \( N, \varepsilon \).

7. Special scheme on piecewise-uniform meshes—problem (2.2), (2.1)

7.1. For the boundary value problem (2.2), (2.1) we consider the approximation of the solutions and derivatives in the case of the finite difference scheme (4.3) on piecewise-uniform meshes. On the set \( \overline{D} \) we construct the mesh
\[ \overline{D}_h^k = \overline{\sigma}(I) = \overline{D}_h^0(l) = \overline{w}_1^h \times \omega_2. \]
Here $\omega_2$ is a uniform mesh and $\overline{\omega}_1^*$ is a piecewise-uniform mesh. To construct the mesh $\overline{\omega}_1^*$, we divide the interval $[0, d]$ in two parts $[0, \sigma]$ and $[\sigma, d]$; in each part the mesh stepsize is constant and equal to $h^{(1)} = 2\sigma N_1^{-1}$ and $h^{(2)} = 2(d-\sigma)N_1^{-1}$ respectively. Assume

$$\sigma = \sigma(\varepsilon, N_1, \varepsilon; l, m) = \min[2^{-1}d, lm^{-1}\varepsilon \ln N_1],$$  
\hspace{1cm} (7.1b)

where $m = a^{-1}b$, $l > 0$ is a parameter of the mesh. The auxiliary parameter $\gamma_k$ is defined by

$$\gamma_k = \gamma_k(\varepsilon; m) = km^{-1}\varepsilon \ln(\varepsilon^{-1} + 1), \quad m = m_l(7.1), \quad k = 1, 2.$$  
\hspace{1cm} (7.1c)

For the solutions of difference scheme (4.3), (7.1) (taking into account the explicit form of the singular components from representation (A.3)), we find the following estimates

$$\|u - \overline{z}\| \leq M[N_1^{-1} \ln N_1 - N_2^{-1}]$$  
\hspace{1cm} (7.2a)

Estimates (7.2a) and (7.2b) are unimprovable with respect to the values of $N_\sigma$, $\varepsilon$ and $N_\varepsilon$ respectively. Under the condition

$$l \geq 1$$  
\hspace{1cm} (7.3a)

we achieve the best $\varepsilon$-uniform order of convergence

$$\|u - \overline{z}\| \leq M[N_1^{-1} \ln N_1 + N_2^{-1}].$$  
\hspace{1cm} (7.3b)

For the derivatives we have the estimates

$$\left\| \frac{\partial^{k_1}}{\partial \chi_1^{k_1}} (u - \overline{z}) \right\|_{c_\varepsilon} \leq M e^{-k_1} \mu_1(N, \varepsilon; l), \quad k_1 = k = 1, 2;$$  
\hspace{1cm} (7.4)

$$\left\| \frac{\partial^{k_2}}{\partial \chi_2^{k_2}} (u - \overline{z}) \right\|_{c_\varepsilon} \leq M \mu_1(N, \varepsilon; l), \quad k_2 = 1, 2;$$  
\hspace{1cm} (7.5)

these estimates are unimprovable with respect to the values of $N_\sigma$, $\varepsilon$. The errors in the solutions of the finite difference scheme (4.3), (7.1) are bounded in the norm $\|\cdot\|_{c_\varepsilon}$ under the condition

$$N_1^{-1} = O(\varepsilon^{k+1})/(l+1)$$  
\hspace{1cm} for $l < k^{-1},$

$$N_1^{-1} = O(\varepsilon^k \ln^{-1}(\varepsilon^{-1} + 1))$$  
\hspace{1cm} for $l \geq k^{-1};$

$$N_2^{-1} = O(\varepsilon^k)$$  
\hspace{1cm} for all $l; \quad k = 1, 2.$$  
\hspace{1cm} (7.6)

The scheme converges in the norm $\|\cdot\|_{c_\varepsilon}$ under the condition

$$N_1^{-1} = O(\varepsilon^{k+1})/(l+1)$$  
\hspace{1cm} for $l < k^{-1},$

$$N_1^{-1} = O(\varepsilon^k \ln^{-1}(\varepsilon^{-1} + 1))$$  
\hspace{1cm} for $l \geq k^{-1};$

$$N_2^{-1} = O(\varepsilon^k)$$  
\hspace{1cm} for all $l; \quad k = 1, 2.$$  
\hspace{1cm} (7.7)

Conditions (7.6) and (7.7) are unimprovable.
The convergence defect of the scheme in the norm $\|\cdot\|_{C^2}$ is

$$C(\varepsilon^{-(k+1)/(l+1)}) \text{ for } l < k^{-1} \quad \text{and} \quad C(\varepsilon^{k \ln(\varepsilon^{-1} + 1)}) \text{ for } l \geq k^{-1}.$$ 

Under the condition

$$l \geq k^{-1}$$  \hspace{1cm} (7.8a)

we have the estimate

$$\|u - \tilde{z}\|_{C^2} \leq M\varepsilon^{-k}[N_1^{-1}\min[\ln N_1, \varepsilon^{-1}] + N_2^{-1}], \quad k = 1, 2;$$ \hspace{1cm} (7.8b)

that is, the scheme converges for fixed values of the parameter $\varepsilon$ with the first order up to a logarithmic factor.

**Theorem 7.1.** Let the hypothesis of Theorem 4.1 be fulfilled. Then the finite difference scheme (4.3), (7.1) converges $\varepsilon$-uniformly in the norm $\|\cdot\|$. Condition (7.6) (condition (7.7)) is necessary and sufficient for the boundedness of the error (for the convergence of the scheme) in the norm $\|\cdot\|_{C^2}$. The mesh solutions satisfy estimates (7.2), (7.3), (7.4), (7.5) and (7.8); estimates (7.2a), (7.4), (7.5) and (7.8) and estimates (7.2b) and (7.3) are unimprovable with respect to the values of $N_n$, $\varepsilon$ and $N_s$ respectively.

### 7.2. We now give the estimates of convergence for scheme (4.3), (7.1) in the case of the $\rho_{h^b}(\cdot)$-metric. The solution of problem (4.3), (7.1) is not bounded $(N, \varepsilon)$-uniformly in this metric. Taking into account the explicit form of the singular components of the solutions for the differential and discrete problems, we establish the condition

$$N_1^{-1} = C(\varepsilon^2(\gamma_k - \sigma)^{-1}) \quad \text{for } \varepsilon^{-1}(\gamma_k - \sigma) \geq M_0,$$ \hspace{1cm} (7.9a)

$$\sigma N_1^{-1} = C(\varepsilon^2\gamma_k^{-1}) \quad \text{for } \varepsilon^{-1}(\gamma_k - \sigma) < M_0; \quad k = 1, 2,$$ \hspace{1cm} (7.9b)

where $\sigma = \sigma(7.1)$, $\gamma_k = \gamma_k(7.1)$, $M_0$ is any constant. This condition is necessary and sufficient for the boundedness of $\rho_{h^b}(z)$.

Under condition (7.9a) we obtain

$$\rho_{h^b}(z) \leq M\{N_1^{-1}(\min[\ln N_1, \varepsilon^{-1}])^2 + N_1^{-1}(\varepsilon + N_1^{-1})^{-1}\varepsilon^{-1}(\gamma_k - \sigma) + N_2^{-1}\}, \quad k = 1, 2.$$ \hspace{1cm} (7.10)

Under condition (7.9b) we have the estimate

$$\rho_{h^b}(z) \leq M\{\varepsilon^{-1}\gamma_1 N_1^{-1} \min[\ln N_1, \varepsilon^{-1}] + N_1^{-1}(\varepsilon + N_1^{-1})^{-1}\exp(\varepsilon^{-1}(\sigma - \gamma_1)) + N_2^{-1}\},$$ \hspace{1cm} (7.11)

and under the additional condition

$$\left\|\frac{\partial^2}{\partial x^2} U(x)\right\| \leq M(\varepsilon + \delta)\dot{\gamma}, \quad x \in \Gamma_1,$$ \hspace{1cm} (7.12)

where $\dot{\gamma}$ is a number from the interval $[0, 1]$, $\delta = \delta(N)$ tends to zero as $N \to \infty$, we have

$$\rho_{h^b}(z) \leq M\{\varepsilon^{-1}\gamma_2 N_1^{-1} \min[\ln N_1, \varepsilon^{-1}] + N_1^{-1}(\varepsilon + N_1^{-1})^{-1}(\varepsilon + \delta)^{\dot{\gamma}} + N_1^{-1}(\varepsilon + N_1^{-1})^{-1}\exp(\varepsilon^{-1}(\sigma - \gamma_2)) + N_2^{-1}\}.$$ \hspace{1cm} (7.13)
Estimates (7.10), (7.11) and (7.13) are unimprovable. Note that in the case of the condition $\varepsilon^{-1}(\gamma_k - \sigma) \geq M_0$ (see condition (7.9a) and estimate (7.10)) the inequality $\varepsilon^{-1}(\gamma_k - \sigma) \leq M \ln(\varepsilon^{-1} + 1)$ is valid.

These estimates imply that the condition
\[
N_{l-1}^{-1} = \mathcal{O}(\varepsilon^{2}(\gamma_k - \sigma)^{-1}), \quad l < k;
\]
\[
N_{l-1}^{-1} = \mathcal{O}(\varepsilon^{k/l}), \quad l \geq k; \quad k = 1, 2 \text{ and } \lambda > 0 \text{ for } k = 2;
\] (7.14a)
\[
N_{l-1}^{-1} = \mathcal{O}(\varepsilon^{2}(\gamma_k - \sigma)^{-1}), \quad l < k;
\]
\[
N_{l-1}^{-1} = \mathcal{O}(\varepsilon), \quad l \geq k; \quad \lambda = 0 \text{ and } k = 2
\] (7.14b)
is necessary and sufficient for the convergence of the scheme in the $\rho^{kh}(-)$-metric. Note that in the above condition (7.14) for $l < k$, the following estimate occurs:
\[
m \varepsilon \ln^{-1}(\varepsilon^{-1} + 1) \leq \mathcal{O}(\varepsilon^{2}(\gamma_k - \sigma)^{-1}) \leq M_0^{-1} \varepsilon.
\]

Thus the convergence defect of the scheme in the $\rho^{kh}(-)$-metric is not higher than $\mathcal{O}(\varepsilon^{-1}\ln(\varepsilon^{-1} + 1))$ for $l < k$; the defect is $\mathcal{O}(\varepsilon^{-k/l})$ for $l \geq k$ for $k = 1$ and also for $k = 2$ when $\lambda > 0$; the defect is $\mathcal{O}(\varepsilon^{-1})$ for $k = 2$ and $\lambda = 0$. The defect $\mathcal{O}(\varepsilon^{-1}\ln(\varepsilon^{-1} + 1))$ is achieved, for example, under the condition $\gamma_k \geq (1 + m)\sigma$.

If the following condition holds:
\[
l \geq k\varepsilon^{-1} \text{ and } \{\lambda > 0, \text{ when } k = 2\}, \quad k = 1, 2,
\] (7.15)
where $v = v(2.11)$, $v \leq 1$, the scheme converges almost $\varepsilon$-uniformly in the $\rho^{kh}(-)$-metric; moreover, the convergence defect is not higher than $\mathcal{O}(\varepsilon^{-\gamma})$ and unimprovable with respect to $v$. Under the condition
\[
l \geq k \text{ and } N_{l-1}^{-1} = \mathcal{O}(\varepsilon^{k/l}); \quad \{\lambda > 0, \text{ when } k = 2\}, \quad k = 1, 2,
\] (7.16)
we have the following unimprovable estimate:
\[
\rho^{kh}_u(x) \leq \begin{cases} 
M \{N_{l-1}^{-1} \min[\ln N_{l-1}, \varepsilon^{-1}] \ln(\varepsilon^{-1} + 1) + N_{l-1}^{-1} \varepsilon^{-1} + N_2^{-1}\}, & k = 1, \\
M \{N_{l-1}^{-1} \min[\ln N_{l-1}, \varepsilon^{-1}] \ln(\varepsilon^{-1} + 1) + N_{l-1}^{-1} \varepsilon^{-2} + N_{l-1}^{-1}(\varepsilon + \delta)^{k/2} + N_2^{-1}\}, & k = 2.
\end{cases}
\]
(7.17)

Under the condition
\[
l \geq k = 2, \quad \lambda = 0 \text{ and } N_{l-1}^{-1} = \mathcal{O}(\varepsilon),
\] (7.18)
the following unimprovable estimate holds:
\[
\rho^{kh}_u(x) \leq M \{N_{l-1}^{-1}(\varepsilon + N_{l-1}^{-1})^{-1} + N_2^{-1}\}.
\] (7.19)

**Theorem 7.2.** Let the hypothesis of Theorem 4.1 be fulfilled. Then condition (7.9) (condition (7.14)) is necessary and sufficient in order that the mesh solutions of the finite difference scheme (4.3), (7.1) are $(N, \varepsilon)$-uniformly bounded (the scheme is convergent) in the $\rho^{kh}(-)$-metric. Under condition (7.15) the scheme converges almost $\varepsilon$-uniformly in the $\rho^{kh}(-)$-metric; the convergence defect is $\mathcal{O}(\varepsilon^{-k/l})$ for $l \geq k$. Under condition (7.18) the scheme converges in the $\rho^{kh}(-)$-metric with the convergence defect $\mathcal{O}(\varepsilon^{-1})$. The mesh
solutions satisfy estimates (7.10), (7.11), (7.13), (7.17) if conditions (7.9a),
(7.9b), {7.9b, (7.12)}, (7.16) and (7.18) hold respectively; these estimates are un-
improvable with respect to the values of \( N_s, \varepsilon \).

Remark. In the case of the meshes from [4; 6; 12], the value \( l \) is chosen to satisfy
only the condition \( l > 1 \). Thus scheme (4.3) on the meshes from [4; 6; 12] converges in
the \( \rho^{1h}() \)-metric if the condition \( N_1^{-1} = o(\varepsilon^v) \) holds, where \( v = l^{-1} < 1 \). Moreover, \( v \) may take arbitrary values as much as desired close to 1. On the same meshes, under
\( \lambda > 0 \), the scheme (4.3) converges in the \( \rho^{2h}() \)-metric if the condition \( N_1^{-1} = o(\varepsilon^{2/l}) \) holds
when the value \( l \) insignificantly exceeds 1.

8. Finite difference schemes with improved \( \rho^{kh}() \) convergence—problem (2.2), (2.1)

8.1. In this section we construct a scheme that converges in the \( \rho^{kh}() \)-metric
\( \varepsilon \)-uniformly up to a logarithmic factor.

On the set \( \mathcal{D} \) we construct the mesh
\[
\mathcal{D}_h = \mathcal{D}_{h(7.1a)}(\sigma(\eta)),
\]
where
\[
\sigma = \sigma(\varepsilon; \eta, m) = \min[2^{-1}d, \eta m^{-1} \varepsilon \ln(\varepsilon^{-1} + M)],
\]
(8.1b)

\( m = m(A, 6), \eta > 0 \) is a parameter of the mesh, \( M \) is a constant satisfying the condition
\( \ln(1 + M) \geq d, M > e. \)

Using the a priori estimates of the solutions to the boundary value problem, for the
difference scheme (4.3), (8.1) we establish the estimate
\[
\|u - \bar{z}\| \leq M \{ \min[N_1^{-1} \ln(\varepsilon^{-1} + 1), 1] + N_1^{-1} \varepsilon^v (\varepsilon + N_1^{-1})^{-1} + N_2^{-1} \}
\]
\[
\equiv M[\mu_0(N_1, \varepsilon; \eta) + N_2^{-1}] \equiv M \mu_1(N, \varepsilon; \eta),
\]
and this estimate is unimprovable with respect to the values of \( N_s, \varepsilon \). The error \( \|u - \bar{z}\| \)
is \( (N, \varepsilon) \)-uniformly bounded under the condition
\[
\forall N_s, \quad \forall \varepsilon, \quad s = 1, 2;
\]
the scheme converges under the unimprovable condition
\[
N_1^{-1} = o(\ln^{-1}(\varepsilon^{-1} + 1)).
\]

(8.2)

The convergence defect of the scheme is \( O(\ln(\varepsilon^{-1} + 1)). \)

For the derivatives we have the unimprovable estimates
\[
\left\| \frac{\partial^{k_2}}{\partial \lambda_2^{k_2}} (u - \bar{z}) \right\| \leq M \mu_1(N, \varepsilon; \eta), \quad k_2 = 1, 2;
\]
\[
\left\| \frac{\partial^{k_1}}{\partial \lambda_1^{k_1}} (u - \bar{z}) \right\|_{C^k \varepsilon} \leq M \varepsilon^{-k_1} \mu_1(N, \varepsilon; \eta) \quad k = k_1 = 1, 2.
\]

(8.3)
The errors in the mesh solutions are bounded in the norm \( \| u \|_{C^2} \) under the condition
\[
N_{1}^{-1} = O(\varepsilon k^{-1} \ln^{-1}(\varepsilon^{-1} + 1)) \quad \text{for } \eta \geq 1,
\]
\[
N_{1}^{-1} = O(\varepsilon^{1+k^{-\eta}}) \quad \text{for } n < 1;
\]
\[
N_{2}^{-1} = O(\varepsilon^{k}) \quad \text{for } \forall \eta; \; k = 1, 2;
\]
and the scheme converges under the condition
\[
N_{1}^{-1} = O(\varepsilon^{1+k^{-\eta}}) \quad \text{for } \eta < 1;
\]
\[
N_{2}^{-1} = O(\varepsilon^{k}) \quad \text{for } \forall \eta; \; k = 1, 2;
\]
and conditions (8.6) and (8.7) are unimprovable. The convergence defect of the scheme in the norm \( \| \cdot \|_{C^2} \) is \( \mathcal{O}(\varepsilon^{-1-k^{\eta}}) \) for \( \eta < 1 \) and \( \mathcal{O}(\varepsilon^{-k} \ln(\varepsilon^{-1} + 1)) \) for \( \eta \geq 1 \).

**Theorem 8.1.** Let the hypothesis of Theorem 4.1 be fulfilled. Then conditions (8.3) and (8.6) (conditions (8.4) and (8.7)) are necessary and sufficient for the boundedness of the errors \( \| u - z \| \) and \( \| u - z \|_{C^2} \) in the solutions of the difference scheme (4.3), (8.1) (for the convergence of the scheme in the norms in \( C^0 \) and \( C^k \)) respectively. The mesh solutions satisfy estimates (8.2) and (8.5), which are unimprovable with respect to the values of \( N, \varepsilon; \), the convergence defect of the scheme is \( \mathcal{O}(\ln(\varepsilon^{-1} + 1)) \) in the norm \( \| \cdot \|_{C^2} \) and not lower than \( \mathcal{O}(\varepsilon^{-k} \ln(\varepsilon^{-1} + 1)) \) in the norm \( \| \cdot \|_{C^2} \), \( k = 1, 2 \).

8.2. In the case of the \( \rho^{hb}(\cdot) \)-metric, the solutions of the finite difference scheme (4.3), (8.1) are bounded under the (unimprovable) condition
\[
N_{1}^{-1} = O(\varepsilon \ln^{-1}(\varepsilon^{-1} + 1)) \quad \text{for } \eta < k;
\]
\[
N_{1}^{-1} = O(\ln^{-2}(\varepsilon^{-1} + 1)) \quad \text{for } \eta \geq k; \; k = 1, 2.
\]

Under this condition we have the unimprovable estimate
\[
\rho^{1b}_{u}(z) \leq MN^{-2} + \begin{cases} M[N_{1}^{-1}(\varepsilon + N_{1}^{-1})^{-1} + N_{1}^{-1} \varepsilon^{-1}(1 - \eta) \ln(\varepsilon^{-1} + 1)] & \text{for } \eta \leq 1, \\
M \{N_{1}^{-1} \ln^{2}(\varepsilon^{-1} + 1) + N_{1}^{-1} \varepsilon^{o}(\varepsilon + N_{1}^{-1})^{-1}\} & \text{for } \eta > 1,
\end{cases}
\]
and under the additional condition
\[
\left\| \frac{\partial^2}{\partial x^2} U(x) \right\| \leq M(\varepsilon \ln(\varepsilon^{-1} + 1) + \delta)^{\lambda}, \quad x \in \Gamma_{1} \quad \text{for } k = 2,
\]
where \( \lambda \) is a number from \([0, 1]\), \( \delta = \delta(N) \) tends to zero \( \varepsilon \)-uniformly as \( N \to \infty \), we have the following unimprovable estimate:
\[
\rho^{2b}_{u}(z) \leq MN^{-2} + \begin{cases} M[N_{1}^{-1}(\varepsilon + N_{1}^{-1})^{-1} + N_{1}^{-1} \varepsilon^{-1}(2 - \eta) \ln(\varepsilon^{-1} + 1)] & \text{for } \eta \leq 2, \\
M \{N_{1}^{-1} \ln^{2}(\varepsilon^{-1} + 1) + N_{1}^{-1} \varepsilon^{o}(\varepsilon + N_{1}^{-1})^{-1}(\varepsilon \ln(\varepsilon^{-1} + 1) + \delta)^{\lambda} + N_{1}^{-1} \varepsilon^{o-2}(\varepsilon + N_{1}^{-1})^{-1}\} & \text{for } \eta > 2.
\end{cases}
\]
The scheme converges in the $\rho_u^{kh}(\cdot)$-metric under the unimprovable condition

$$
\begin{align*}
N_1^{-1} &= o(e \ln^{-1}(e^{-1}+1)) \quad \text{for } \eta < 1; \\
N_1^{-1} &= o(e) \quad \text{for } \eta = 1; \\
N_1^{-1} &= o(\ln^{-2}(e^{-1}+1)) \quad \text{for } \eta > 1;
\end{align*}
$$

while in the $\rho_u^{2h}(\cdot)$-metric the scheme in question converges under the unimprovable condition

$$
\begin{align*}
N_1^{-1} &= o(e \ln^{-1}(e^{-1}+1)) \quad \text{for } \eta < 2, \\
N_1^{-1} &= o(e) \quad \text{for } \eta = 2, \\
N_1^{-1} &= o(\ln^{-2}(e^{-1}+1)), \quad \text{if } \lambda \neq 0 \\
N_1^{-1} &= o(e), \quad \text{if } \lambda = 0
\end{align*}
$$

Thus the scheme (4.3), (8.1) converges in the $\rho_u^{kh}(\cdot)$-metric under the condition

$$
N_1^{-1} = o(\ln^{-2}(e^{-1}+1)); \quad \eta > 1 \text{ for } k = 1, \eta > 2, \lambda > 0 \text{ for } k = 2,
$$

and the convergence is $\varepsilon$-uniform up to the logarithmic factor $\ln^2(e^{-1}+1)$.

Under the condition

$$
N_1^{-1} = o(e), \quad \eta \geq 2, \quad \lambda = 0 \quad \text{for } k = 2,
$$

the scheme converges in the $\rho_u^{2h}(\cdot)$-metric; the convergence defect is $O(e^{-1})$.

In the case of the condition

$$
N_1^{-1} = O(\ln^{-2}(e^{-1}+1)); \quad \eta > 1 \text{ for } k = 1, \eta > 2, \lambda > 0 \text{ for } k = 2,
$$

we have the estimate

$$
\rho_u^{kh}(z) \leq MN_2^{-1} + \left\{ \begin{array}{ll}
M[N_1^{-1} \ln^2(e^{-1}+1) + N_1^{-\eta+1}], & k = 1, \\
M[N_1^{-1} \ln^2(e^{-1}+1) + N_1^{-\eta+2} + N_1^{-\lambda} \ln N_1], & k = 2,
\end{array} \right.
$$

and under the additional condition

$$
\eta \geq k + 1, \quad k = 1, 2,
$$

we have the estimate

$$
\rho_u^{kh}(z) \leq MN_2^{-1} + \left\{ \begin{array}{ll}
MN_1^{-1} \ln^2(e^{-1}+1), & k = 1, \\
M[N_1^{-1} \ln^2(e^{-1}+1) + N_1^{-\lambda} \ln N_1], & k = 2.
\end{array} \right.
$$

The scheme converges in the $\rho_u^{kh}(\cdot)$-metric with first-order accuracy with respect to $N_1$ for $k = 1$ and with the order of accuracy $\lambda$ (up to the factor $\ln N_1$) for $k = 2$ $\varepsilon$-uniformly up to the factor $\ln^2(e^{-1}+1)$.

Under the condition

$$
N_1^{-1} = O(e), \quad \eta \geq 2, \quad \lambda = 0 \quad \text{for } k = 2,
$$

we obtain the estimate

$$
\rho_u^{2h}(z) \leq M[N_1^{-1}(e + N_1^{-1})^{-1} + N_1^{-\eta+2} + N_2^{-1}],
$$

and under the additional condition (8.15), we have the estimate
that is, the scheme converges with first-order accuracy and with the convergence defect $O(\varepsilon^{-1})$.

**Theorem 8.2.** Let the hypothesis of Theorem 4.1 be fulfilled. Then condition (8.8) (condition (8.11)) is necessary and sufficient in order that the solutions $z(x)$, $x \in \mathcal{D}_h$ of the finite difference scheme (4.3), (8.1) are $(N, \varepsilon)$-uniformly bounded (the solutions are convergent) in the $\rho_u^{kh}(\cdot)$-metric. Under condition (8.12a) the scheme converges in the $\rho_u^{kh}(\cdot)$-metric $\varepsilon$-uniformly up to the factor $\ln^2(\varepsilon^{-1}+1)$. Under condition (8.12b) the scheme converges in the $\rho_u^{kh}(\cdot)$-metric with the convergence defect $O(\varepsilon^{-1})$. The mesh solutions satisfy estimates (8.9a), (8.9b), (8.14), (8.16), (8.18a), (8.18b) if conditions (8.8), \{(8.8), (8.10)\}, (8.13), \{(8.13), (8.15)\}, (8.17), \{(8.17), (8.15)\} hold respectively; estimates (8.9) are unimprovable with respect to the values of $N_s$, $\varepsilon$.
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APPENDIX I—REMARKS AND GENERALISATIONS

A.1. In this subsection we give a priori estimates for the solutions of the boundary value problem (2.2), (2.1) used in the constructions; the technique of deriving the estimates is similar to that from [12].

The solution of the problem can be decomposed into the sum of two functions

\[ u(x) = U(x) + V(x), \quad x \in \bar{D}, \]  

where \( U(x) \) and \( V(x) \) are the regular and singular parts of the solution. The function \( U(x) \), \( x \in \bar{D} \) can be obtained as a restriction onto \( \bar{D} \) of the function \( U_0(x) \), which is the solution of the following problem on the half-plane \( \bar{D}_0 \):

\[ L_0^0 U_0^0(x) = f_0^0(x), \quad x \in \bar{D}_0, \quad U_0^0(x) = \varphi(x), \quad x \in \Gamma^0. \]

Here

\[ \bar{D}_0 = \{ x: x_1 \in (-\infty, d), \quad x_2 \in \mathbb{R} \}, \]

and the operator \( L_0^0 \) and the function \( f_0^0(x) \) are smooth extensions of the operator \( L_{(2.2)} \) and the function \( f(x) \) to \( \bar{D}_0 \), which preserve the properties of the data of problem (2.2), (2.1).

The function \( V(x) \) is the solution of the problem

\[ LV(x) = 0, \quad x \in D, \quad V(x) = \varphi(x) - U(x), \quad x \in \Gamma. \]

It is convenient to represent the function \( U_0^0(x) \), \( x \in \bar{D}_0 \) as the sum of functions which is an expansion with respect to the parameter \( \varepsilon \) as follows:

\[ U_0^0(x) = \sum_{n=0}^{3} \varepsilon^n U_n(x) + v_{U_0}(x), \quad x \in \bar{D}_0, \]

where \( v_{U_0}(x) \) is the remainder term; the functions \( U_n(x) \) are the solutions of the (initial) problems for the hyperbolic equations

\[ L_1 U_0(x) = \left\{ \sum_{s=1, 2} b_s^0(x) \frac{\partial}{\partial x_s} - c^0(x) \right\} U_0(x) = f^0(x), \quad x \in \bar{D}_0, \]

\[ U_0(x) = \varphi(x), \quad x \in \Gamma_0; \]

\[ L_1 U_n(x) = \left\{ \sum_{s=1, 2} a_s^0(x) \frac{\partial^2}{\partial x_s^2} \right\} U_n(x) = f^0(x), \quad x \in \bar{D}_0, \]

\[ U_n(x) = 0, \quad x \in \Gamma_0, \quad n = 1, 2, 3. \]

Here the functions \( a_s^0(x), b_s^0(x), c^0(x) \) are continuations of the functions \( a_s(x), b_s(x), c(x) \).
If the data of boundary value problem (2.2), (2.1) are sufficiently smooth, we have the following estimate for the function $U(x), x \in \overline{D}$:

$$\left| \frac{\partial^k}{\partial x_1^k \partial x_2^k} U(x) \right| \leq M[1 + \varepsilon^{3-k}], \quad x \in \overline{D}, \; k \leq 5. \quad (A.2)$$

The function $V(x)$ can be written as the sum of functions

$$V(x) = \sum_{n=0, 1, 2} \varepsilon^n V_n(x) + v_r(x), \quad x \in \overline{D}, \quad (A.3)$$

where $v_r(x)$ is the remainder term. The functions $V_n(x), x \in \overline{D}$ are restrictions onto $\overline{D}$ of the functions $V_n(x), x \in \overline{D}^1$, which are the (bounded) solutions of the problems

$$L^1 V_0^1(x) \equiv \left\{ \varepsilon a_1(x^*) \frac{\partial^2}{\partial x_1^2} + b_1(x^*) \frac{\partial}{\partial x_1} \right\} V_0^1(x) = 0, \quad x \in \overline{D}^1,$n$$

$$V_0^1(x) = \varphi(x) - U_0(x), \quad x \in \Gamma^1;$$

$$L^2 V_0^1(x) = \left\{ -\varepsilon \frac{\partial}{\partial x_1} a_1(x^*) x_1 \frac{\partial^2}{\partial x_1^2} - \frac{\partial}{\partial x_1} b_1(x^*) x_1 \frac{\partial}{\partial x_1} - \varepsilon a_2(x^*) \frac{\partial^2}{\partial x_1^2} - b_2(x^*) \frac{\partial}{\partial x_2} + c(x^*) \right\} V_0^1(x),$$

$$L^2 V_1^1(x) = \left\{ -\varepsilon - \frac{\partial}{\partial x_1} a_1(x^*) x_1 \frac{\partial^2}{\partial x_1^2} - \frac{\partial}{\partial x_1} b_1(x^*) x_1 \frac{\partial}{\partial x_1} + \cdots + \frac{\partial}{\partial x_1} c(x^*) \right\} V_0^1(x), \quad x \in \overline{D}^1,$n$$

$$V_n^1(x) = -U_n(x), \quad x \in \Gamma^1, \; n = 1, 2;$$

where the functions $V_n^1(x)$ exponentially decrease for $\varepsilon^{-1} x_1 \to \infty$. Here $D^1 = (0, \infty) \times R, \Gamma^1 = \overline{D}^1 \setminus D^1, x^* = (0, x_2)$. The functions $V_n(x)$ can be written explicitly in terms of the functions $\varphi(x^*), U_0(x^*)$ and $U_1(x^*)$. Note that $\varphi(x) - U_0(x) = 0, U_n(x) = 0, n \geq 1$ for $x \in \Gamma_2$.

When estimating the components in representation (A.3), we find

$$\left| \frac{\partial^k}{\partial x_1^k \partial x_2^k} V(x) \right| \leq M \varepsilon^{-k_1} [1 + \varepsilon^{3-k_2}] \exp(-m \varepsilon^{-1} x_1), \quad x \in \overline{D}, \; k \leq 5, \quad (A.4)$$

where $m$ is any number from the interval $(0, m), m = \min_{\overline{D}}[a_{i-1}^{-1}(x^*)b_1(x^*)]$.

The following estimates are also valid:

$$\left| \frac{\partial^k}{\partial x_1^k \partial x_2^k} V_n(x) \right| \leq M \varepsilon^{-k_1} \exp(-m_0 \varepsilon^{-1} x_1), \quad x \in \overline{D}, \quad (A.5)$$

$$\left| \frac{\partial^k}{\partial x_1^k \partial x_2^k} v_r(x) \right| \leq M \varepsilon^{-k_1} [1 + \varepsilon^{3-k_2}] \exp(-m \varepsilon^{-1} x_1), \quad x \in \overline{D}; \quad (A.6)$$

for $k \leq 5, \; n = 0, 1, 2, \; m_0 = \max_{\overline{D}}[a_{i-1}^{-1}(x^*)b_1(x^*)], \; m = m_{(i, 4)}$. 

Theorem A.1. Let \( a, b, c, f \in C^{9+\varepsilon}(\overline{D}), \varphi \in C^{9+\varepsilon}(\Gamma), \varepsilon > 0 \). Then the components from representations (A.1) and (A.3) satisfy estimates (A.2), (A.4), (A.5) and (A.6).

A.2. Generally speaking, \( \lambda = 0 \) in estimates (7.12) and (8.10). In the \( \rho_n^2(\cdot) \)-metric this fact results in the convergence defect \( \mathcal{O}(\varepsilon^{-1}) \) for \( l \geq 2 \) in the case of scheme (4.3), (7.1) (estimate (7.19)) and for \( \eta \geq 2 \) in the case of scheme (4.3), (8.1) (estimate (8.18)). We give the modification of a numerical method that allows us to weaken the convergence defect.

The solution of problem (2.2), (2.1) can be written as the sum of functions

\[
 u(x) = u^{(1)}(x) + u^{(2)}(x), \quad x \in \overline{D},
\]

where \( u^{(i)}(x), x \in \overline{D} \) are the solutions of the problems

\[
 L^{(1)}u^{(1)}(x) \equiv \left\{ \sum_{s=1,2} b_s(x) \frac{\partial}{\partial x_s} - c(x) \right\} u^{(1)}(x) = f(x), \quad x \in \overline{D} \setminus \Gamma_2, \\
 u^{(1)}(x) = \varphi(x), \quad x \in \Gamma^2; \quad (A.8a)
\]

\[
 L^{(2)}u^{(2)}(x) = f^{(2)}(x) \equiv -\varepsilon \sum_{s=1,2} a_s(x) \frac{\partial^2}{\partial x_s^2} u^{(1)}(x), \quad x \in D, \\
 u^{(2)}(x) = \varphi(x)u^{(1)}(x), \quad x \in \Gamma. \quad (A.8b)
\]

The data of problem (A.8a) as well as the solution \( u^{(1)}(x) \) itself are assumed to be smoothly extended beyond the boundary \( \Gamma_1 \) onto the left 1-neighborhood of the set \( \overline{D} \).

The function \( u^{(1)}(x), x \in \overline{D} \) is regular. The function \( U^{(2)}(x), x \in \overline{D} \), i.e. the regular part of the solution to problem (A.8b), satisfies the following condition:

\[
 \left| \frac{\partial^2}{\partial x_1^2} U^{(2)}(x) \right| \leq M \varepsilon, \quad x \in \Gamma_1.
\]

To solve problem (9.8), we use the difference scheme

\[
 \Lambda^{(1)}z^{(1)}(x) \equiv \left\{ \sum_{s=1,2} [b^+_s(x)\delta_{xs} + b^-_s(x)\delta_{xs}] - c(x) \right\} z^{(1)}(x) = f(x), \quad x \in \overline{D}^{(1)} \setminus \Gamma_2, \\
 z^{(1)}(x) = \varphi(x), \quad x \in \Gamma_2; \quad (A.9a)
\]

\[
 \Lambda^{(4,3)}z^{(2)}(x) = f^{(2)}(x) \equiv -\varepsilon \sum_{s=1,2} a_s(x) \frac{\partial^2}{\partial x_s^2} z^{(1)}(x), \quad x \in D^{(2)}_h, \\
 z^{(2)}(x) = \varphi(x) - z^{(1)}(x), \quad x \in \Gamma_h. \quad (A.9b)
\]

Here

\[
 \overline{D}^{(2)}_h = \overline{D}^{(2)} \times \overline{D}^{(2)}_1 \text{ is either } \overline{D}^{(2)}_{h(7,1)} \text{ or } \overline{D}^{(2)}_{h(8,1)}; \quad (A.10a)
\]

\[
 \overline{D}^{(1)}_h = \overline{D}^{(1)} \times \overline{D}^{(1)}_1 \text{ is a uniform mesh,} \quad (A.10b)
\]

where \( \overline{D}^{(1)}_1 = \overline{D}^{(1)}_2 \), the stepsize of the mesh \( \overline{D}^{(1)}_1 \) is equal to the stepsize \( h^{(2)}_I \) of the mesh \( \overline{D}^{(2)}_1 \); the mesh \( \overline{D}^{(1)}_h \) is introduced on the set \( \overline{D} \) with its left 1-neighborhood. Note that the
meshes $D_h^{(1)}$ and $D_h^{(2)}$ coincide outside the $\sigma$-neighbourhood of the set $I_1$. The solution of problem (A.9), (A.10) is defined by

$$\tilde{z}^h(x) \equiv \tilde{z}^{(1)}(x) + \tilde{z}^{(2)}(x), \quad x \in \overline{D}.$$  
(A.9c)

For the function $\tilde{z}^{(h)}(x), x \in \overline{D}$, in the case of the mesh $D_h^{(2)} = D_{h(7.1)}^{(2)}$ provided that

$$l \geq k \quad \text{and} \quad N_1^{-1} = \mathcal{O}(\varepsilon^{1/2}), \quad k = 1, 2,$$  
(A.11)

the following estimate holds:

$$\rho_u^{kh}(\tilde{z}^h) \leq M \left\{ N_1^{-1} \min[\ln N_1, \varepsilon^{-1}] \ln(\varepsilon^{-1} + 1) + N_1^{-1} \varepsilon^{-k} + N_2^{-1} \right\}, \quad k = 1, 2.$$  
(A.12)

For the case of the mesh $D_h^{(2)} = D_{h(8.1)}^{(2)}$ provided that

$$\eta > k \quad \text{and} \quad N_1 = \mathcal{O}(\ln^2(\varepsilon^{-1} + 1)),$$  
(A.13)

we have the estimate

$$\rho_u^{kh}(\tilde{z}^h) \leq M \left\{ N_1^{-1} \ln^2(\varepsilon^{-1} + 1) + N_1^{-1} \eta + N_2^{-1} \right\}, \quad k = 1, 2.$$  
(A.14)

Thus the scheme (A.9), (A.10) converges in the $\rho_u^{kh}(\cdot)$-metric almost $\varepsilon$-uniformly with the convergence defect $\mathcal{O}(\varepsilon^{-1})$ in the case of mesh (7.1) under the condition $l = kv^{-1}$, and converges $\varepsilon$-uniformly up to the factor $\ln^2(\varepsilon^{-1} + 1)$ in the case of mesh (8.1) under condition (A.13).

A.3. In the $\rho_u^{1h}(\cdot)$-metric the difference scheme (4.3), (8.1) has the convergence defect $\mathcal{O}(\ln(\varepsilon^{-1} + 1))$ (for large values of $\eta$), while scheme (4.3), (7.1) has the convergence defect $\mathcal{O}(\varepsilon^{-1/l})$ (for large values of $l$). However, scheme (4.3), (7.1), as opposed to scheme (4.3), (8.1), converges $\varepsilon$-uniformly in the norm $\| \cdot \|$. It is possible to show that, in the class of piecewise uniform meshes having one transition point of the mesh $\overline{\omega}_1$, there do not exist meshes on which scheme (4.3) converges both $\varepsilon$-uniformly in the norm $\| \cdot \|$, and $\varepsilon$-uniformly up to a logarithmic factor in the $\rho_u^{1h}(\cdot)$-metric.

A.4. We give a scheme that converges $\varepsilon$-uniformly in the norm $\| \cdot \|$ and $\varepsilon$-uniformly (up to a logarithmic factor) in the $\rho_u^{1h}(\cdot)$-metric.

On the set $\overline{D}(2.1)$ we construct the mesh

$$\overline{D}_h^*$$  
(A.15a)

in the following way. Under the condition

$$N_1^{-1} \leq \varepsilon^{1+\lambda},$$  
(A.16a)

we set

$$\overline{D}_{h(A.15a)}^* = \overline{D}_h^*(7.1), \quad l = l(7.1),$$

where $\lambda > 0$ is an arbitrary number. Under the condition

$$N_1^{-1} \geq \varepsilon^{1+\lambda},$$  
(A.16b)

we construct the mesh $\overline{D}_{h(A.15)}^*$ in such a way. The interval $[0, d]$ is divided into the parts $[0, \sigma_N], [\sigma_N, \sigma_\varepsilon]$ and $[\sigma_\varepsilon, d]$. On each of these intervals the stepsize of the mesh $\overline{\omega}_1$ is constant.
and equal to \( h_1^{(1)}, h_2^{(1)}, h_3^{(1)}; h_1^{(2)} = 3\sigma_N N_1^{-1}, h_2^{(2)} = 3(\sigma_e - \sigma_N) N_1^{-1}, h_3^{(2)} = 3(d - \sigma_e) N_1^{-1} \). We assume
\[
\sigma_N = \sigma_N(A.15)(\varepsilon, N_1, d; l, m) = \min[3^{-1}d, \eta m^{-1}\varepsilon \ln N],
\]
\[
\sigma_e = \sigma_e(A.15)(\varepsilon, N_1, d; l, m) = \sigma_N + \min[3^{-1}d, \eta m^{-1}\varepsilon \ln(\varepsilon + M)],
\]
where \( m = m(7.1), M = M(8.1), l = l(7.1), \eta = \eta(8.1), \eta > 1 \).

The mesh \( D^h(A.15) \) has been constructed.

The solution of difference scheme (4.3), (A.15) is \((N, \varepsilon)\)-uniformly bounded in the norm \( \|\cdot\| \), while in the \( \rho_u^h(\cdot) \)-metric it is bounded under the unimprovable condition
\[
N_1^{-1} = \mathcal{C}(\ln^{-2}(\varepsilon^{-1} + 1)).
\]
In the norm \( \|\cdot\| \) under (A.17) we have the error bound
\[
\|u - \tilde{z}\| \leq M[N_1^{-1} + N_1^{-1} \ln N_1 + N_2^{-1}].
\]

Let condition (A.17) be satisfied. Then, in the case of condition (A.16a), we obtain the estimate
\[
\rho_u^h(z) \leq M[N_1^{-1} \ln N_1 + N_1^{-1} \ln N_1 + N_2^{-1}];
\]
under condition (A.16b) we have the estimate
\[
\rho_u^h(z) \leq M[N_1^{-1} \ln^2(\varepsilon^{-1} + 1) + N_1^{-1} \ln N_1 + N_2^{-1}],
\]
where \( \nu = \min[l, \eta - 1] \).

Thus scheme (4.3), (A.15) converges in the \( \rho_u^h(\cdot) \)-metric under the (unimprovable) condition
\[
N_1^{-1} = o(\ln^{-2}(\varepsilon^{-1} + 1)),
\]
i.e. the scheme converges \( \varepsilon \)-uniformly up to the factor \( \ln^2(\varepsilon^{-1} + 1) \). Under the condition
\[
l = \nu = 1, \quad \eta = 2
\]
this gives the estimate
\[
\|u - \tilde{z}\| \leq M[N_1^{-1} \ln N_1 + N_2^{-1}],
\]
and under the additional condition (A.17) we have
\[
\rho_u^h(z) \leq M\{N_1^{-1}[\ln N_1 + \ln^2(\varepsilon^{-1} + 1)] + N_2^{-1}\}.
\]

**Theorem A.2.** Let the hypothesis of Theorem 4.1 be fulfilled. Then the solution of finite difference scheme (4.3), (A.15) converges \( \varepsilon \)-uniformly in the norm \( \|\cdot\| \). Condition (A.17) (condition (A.20)) is necessary and sufficient for the \((N, \varepsilon)\)-uniform boundedness (for the convergence) of the mesh solutions in the \( \rho_u^h(\cdot) \)-metric; the convergence defect of the scheme is \( \mathcal{C}(\ln^2(\varepsilon^{-1} + 1)) \). The mesh solutions satisfy estimate (A.18) and, in the case of conditions (A.17), (A.21) and \{(A.17), (A.21)\}, estimates (A.19), (A.22) and (A.23) respectively.