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Abstract

According to the work of Kontsevich-Zorich, the invariant that classifies non-hyperelliptic connected components of the moduli spaces of Abelian differentials with prescribed singularities, is the parity of the spin structure.

We show that for the moduli space of quadratic differentials, the spin structure is constant on every stratum where it is defined. In particular this disproves the conjecture that it classifies the non-hyperelliptic connected components of the strata of quadratic differentials with prescribed singularities. An explicit formula for the parity of the spin structure is given.
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1 Introduction

Quadratic differentials and moduli spaces of quadratic differentials are natural objects in Teichmüller theory. In particular, they are related to so-called interval exchange transformations and billiards in rational polygons. The moduli spaces of Abelian differentials (denoted $H_g$) and the moduli spaces of quadratic differentials (denoted $Q_g$) are naturally stratified by the genus of surfaces and the type of the singularities of the differentials. Due to works of Veech [22] and Rauzy [20], the topology of the strata of these spaces is related to the dynamics of these interval exchange transformations.

A fundamental result independently proved by Masur and by Veech (1982) asserts that the Teichmüller geodesic flow acts ergodically on each connected component of any stratum of the moduli spaces $H_g$ and $Q_g$. Recently, Kontsevich and Zorich have described the set of components for a particular type of strata: those of moduli space of Abelian differential $H_g$ (see [12]). In order to obtain their classification, they use two invariants: the hyperellipticity and the spin structure. In a previous paper [13], we give three families of non-connected strata of $Q_g$, using the hyperelliptic invariant. Moreover, we show that there are no other hyperelliptic components of the strata of $Q_g$. See also [14] for a complete description of the set of components of the strata of the moduli space of quadratic differentials $Q_g$.

In this paper we are interested in the calculation of the second invariant on the elements of $Q_g$. Here we prove that it is constant on every stratum of $Q_g$ where it is defined. Thus the parity of the spin structure cannot distinguish two differentials with the same singularity pattern. It is therefore a negative answer to a question of Kontsevich and Zorich on the classification of the non-hyperelliptic connected components by this spin structure. In addition we give an explicit formula for its calculation knowing the type of the singularities. In the Appendix we recall the relationship between rational billiards and quadratic differentials and then, using our formula, we give some applications in terms of billiards.

1.1 Background

On a Riemann surface $M_g^2$ of genus $g$, a meromorphic quadratic differential is locally defined by the form $\omega = f(z)(dz)^2$ where $z$ is a local coordinate. In this paper we consider quadratic differentials having only simple poles, if any: that is, the functions $f$ are meromorphic with only simple poles, if any.
Here we will use the geometric point of view of quadratic differentials: a flat structure with cone type singularities. Such surfaces are those which possesses locally the geometry of a standard cone. We can define it by a flat Riemannian metric with specific isolated singularities. The standard cone possesses a unique invariant: it is the angle at the vertex. Here we consider only half-translation flat surfaces: parallel transport of a tangent vector along any closed path either brings the vector \( \mathbf{v} \) back to itself or brings it to the centrally-symmetric vector \( -\mathbf{v} \). This implies that the cone angle at any singularity of the metric is an integer multiple of \( \pi \).

One can see that these Euclidian structures are induced by quadratic differentials by the following way. Let \( \psi \) be a meromorphic quadratic differential on a Riemann surface \( M_{2g} \). Then it is possible to choose a canonical atlas on \( M_{2g} \) such that \( \psi = dz^2 \) in any coordinate chart. As \( dz^2 = dw^2 \) implies \( z = w + \text{const} \), we see that the charts of the atlas are identified either by a translation or by a translation composed with a central symmetry. Thus a meromorphic quadratic differential \( \psi \) induces a half-translation flat structure on \( M_{2g} \). On a small chart which contains a singularity, coordinate \( z \) can be chosen in such way that \( \psi = z^k dz^2 \), where \( k \) is the order of the singularity (\( k = 0 \) corresponds to a regular point, \( k = -1 \) corresponds to a pole and \( k > 0 \) corresponds to a true zero). It is easy to check that in a neighborhood of a singularity of \( \psi \), the metric has a cone type singularity with the cone angle \( (k + 2) \pi \).

Conversely, a half-translation structure on a Riemann surface \( M \) and a choice of a distinguished "vertical" direction defines a complex structure and a meromorphic quadratic differential \( \psi \) on \( M \). In many cases it is very convenient to present a quadratic differential with some specific properties by an appropriate flat surface. Consider, for example, a polygon in the complex plane \( \mathbb{C} \) with the following property of the boundary: the sides of the polygon are distributed into pairs, where the sides in each pair are parallel and have equal length. Identifying the corresponding sides of the boundary by translations and central symmetries we obtain a Riemann surface with a natural half-translation flat structure. The quadratic differential \( dz^2 \) on \( \mathbb{C} \) gives a quadratic differential on this surface with punctures. The punctures correspond to vertices of the polygon; they produce the cone type singularities on the surface. It is easy to see that the complex structure, and the quadratic differential extends to these points, and that a singular point of the flat metric with a cone angle \( (k + 2) \pi \) produces a singularity of order \( k \) (a pole if \( k = -1 \)) of the quadratic differential. (See also Figure 1 which illustrates this construction.)

Moduli Spaces  According to these definitions, one can define the moduli space $H_g$ of Abelian differentials as the moduli space of pairs $(M; !)$ where $!$ is a holomorphic 1-form defined on a Riemann surface $M$ of genus $g$. Here the term moduli spaces means that the points $(M_1; !_1); (M_2; !_2)$ are identified if and only if there exists an isomorphism $f: M_1 \rightleftharpoons M_2$ (with respect to the complex structure) affine in the canonical chart determined by $!_i$. In an equivalent way we can ask that $f(^!_2 = !_1$.

We can also define the moduli space $Q_g$ of quadratic differentials as the moduli space of pairs $(M; P)$ where $P$ is a meromorphic quadratic differential which is not the global square of a 1-form defined on $M$.

Recall that we denote by $(k_1; \ldots; k_n)$ the orders of singularities of $!$. A consequence of the Gauss-Bonnet formula is that $\sum k_i = 4g - 4$.

Stratification  The moduli space $Q_g$ is naturally stratified by the types of singularities of the forms. We denote by $Q(k_1; \ldots; k_n)$ the stratum of quadratic differentials $[M_2; P]$ in $Q_g$ which are not the squares of Abelian differentials, and which have the singularity pattern $(k_1; \ldots; k_n)$, where $k_i$ is repeated $m$ times. For example, $Q(1^3; 8; 2^3)$ stands for $Q(1; 1; 1; 1; 8; 2; 3; 3)$. We use the exponential notation $k^n$ for $k_1; k_2; \ldots; k_n$ repeated $m$ times.

We can also consider the moduli space of Abelian differentials or quadratic differentials which are the global square of Abelian differentials. We denote these spaces by $H_g$. And, if $A$ is a vector in $\mathbb{N}^n$ with $k_i = 2g - 2$, we denote by $H(k_1; \ldots; k_n)$ the corresponding stratum.

Teichmüller Geodesic Flow  The group $SL(2; \mathbb{R})$ acts on these spaces $Q_g$ and $H_g$ in the following way. For a matrix $A \in SL(2; \mathbb{R})$ and a point $[M; !]$ we define $A[M; !]$ by the point $[M; A!]$. Notation $A$ means $A$ acts linearly in the canonical charts determined by $!$. By definition, this action preserves each stratum. The following one-parameter subgroup are of special interest:

$$ g_t = \begin{pmatrix} e^{t/2} & 0 \\ 0 & e^{-t/2} \end{pmatrix} $$

We call it the Teichmüller geodesic flow.

In classical works, Masur and Veech discovered that the geodesic flow on the moduli space of quadratic differentials $H_g \times Q_g$ is related to the theory of the so-called interval exchange transformation. The phase space of the Teichmüller geodesic flow can be seen as the cotangent bundle to the Teichmüller space, and
it can be interpreted as the moduli space of pairs consisting of a Riemann surface endowed with a holomorphic quadratic differential. It is well known that the flow preserves the natural stratification and that each stratum carries a complex algebraic orbifold structure. Moreover, Masur and Smillie have proved that all of these strata, except four particular cases in low genera, are non-empty.

The study of the topology of the strata comes from a fundamental Theorem, independently proved by Masur and Veech.

**Theorem** (Masur, Veech, 1982) The Teichmüller geodesic flow acts ergodically on every connected component of any stratum with respect to a finite equivalent Lebesgue measure.

Kontsevich and Zorich have recently described the set of connected components for a particular type of strata: one of the moduli space of Abelian differentials $H_g$ [12]. In two papers [13, 14], we have obtained the "complementary" case, namely the description of components of the moduli space of quadratic differentials $Q_g$.

In their classification, Kontsevich and Zorich use two invariants to obtain a complete description of the components: the hyperellipticity and the parity of the spin structure. These invariants allow them to show that each stratum of the moduli space $H_g$ possesses at most 3 components.

In this paper, we are interested in the computation of the second invariant in $Q_g$, that is the parity of the spin-structure of an arbitrary quadratic differential. Our main result is that this invariant is constant on every stratum of $Q_g$ where it is defined. It is therefore a negative result in contrast to that of Kontsevich-Zorich.

### 1.2 Formulation of the statement

Given an Abelian differential $\omega$ with even zeroes, one can associate the following equation in the Picard group $\text{Pic}(M_{\mathbb{Z}})

\[ 2K = D(\omega) = \sum_{i=1}^{n} 2k_iP_i \]

We define the spin structure determined by $\omega$ by $\prod_{i=1}^{n} k_iP_i$. The parity of the spin structure is defined as $(\omega) = \dim \prod_{i=1}^{n} k_iP_i \mod 2$. Following works of M Atiyah and D Mumford [2, 19], it can be shown that this integer is invariant.
under continuous deformation. Moreover the spin-structure is the basic invariant which allows to classify all non-hyperelliptic connected components of any stratum of $H_g$.

In section 2, we consider a canonical local mapping (induced by the standard orientating double covering)

$$Q(k_1; \ldots; k_n) \to H(R_1; \ldots; R_r);$$

Using this mapping, we associate to each pair $[M_2^g; \ ]$ an integer 0 or 1 which we defined as the parity of the spin structure determined by $\$. This integer is invariant under continuous deformation of the point $[M_2^g; \ ]$ in the given stratum.

In section 4 we show that for quadratic differentials the spin-structure is constant on every stratum. Moreover we give an explicit formula to determine it knowing the singularity pattern $(k_1; \ldots; k_n)$ of the stratum. This gives a negative response to a question of Kontsevich and Zorich that it may distinguish the non-hyperelliptic connected components of some strata $Q(k_1; \ldots; k_n)$. More precisely, we will show

**Theorem 1.1** Let $g$ be a quadratic differential on a Riemann surface such that $g$ does not possess zeroes of order $k$ with $k = 2 \mod 4$. This condition assures that the spin structure of $g$ is well defined. Then the parity of the spin structure of $g$ is independent of the choice of $\$ in a stratum $Q(k_1; \ldots; k_n)$.

In addition, we end section 4 by the following description Theorem in terms of $k_i$.

**Theorem 1.2** Let $g$ be a meromorphic quadratic differential on a Riemann surface $M$ with singularity pattern $Q(k_1; \ldots; k_i)$. We also require that $k_i \not\equiv 2 \mod 4$. Let $n_1$ be the number of zeros of $g$ of degrees $k_i = 1 \mod 4$, let $n_{-1}$ be the number of zeros of $g$ of degrees $k_j = 3 \mod 4$, and suppose that the degrees of all the remaining zeros satisfy $k_r = 0 \mod 4$. Then the parity of the spin structure defined by $g$ is given by

$$\left( \frac{jn_1 - n_{-1}}{4} \right) \mod 2$$

where square brackets denote the integer part.
1.3 Deformation of flat surfaces

Here, we explicitly present an example to illustrate that the problem of classification of component is quite difficult. For this, let us consider the domain given by Figure 1 in $\mathbb{C}$ endowed with its complex structure induced by the form $dz$. We identify the opposite sides by a translation (with respect to the numbered of sides). We get a Riemann surface of genus $g = 3$ with an Abelian differential induced from the form $dz$. It is easy to see that, according to previous notations, we obtain a point in the stratum $H(2; 2)$.

Now we can make some surgery on this polygon: we glue a small rectangle on the boundary of the polygon and identified the vertical boundary of the small additional rectangle with appropriate translations (see Figure 2 for details). As above, we make identifications of opposite sides according the numbered of sides. We get a Riemann surface. It is not difficult to see that it has genus $g = 4$. The two Abelian differentials induced from the form $dz$ in the complex plane have one zero of order 2 and one zero of order 4 (given respectively by black and white bullets). Thus, with our above notation, we obtain two points in the stratum $H(2; 4)$. Let denote them respectively by $(M; !_1)$ and $(M; !_2)$.

It is difficult to see directly if these two points belong in the same connected component of the stratum $H(2; 4)$ or not. In this case, using the parity of the spin structure, we can check that $!_1$ and $!_2$ are not in the same connected component (one can see this by the fact that there exists an additional handle and then we can apply Lemma 11 of [12]).

However, we can perform an analogous surgery to the first one (see Figure 3). In the same way, we obtain two other points in the stratum $H(2; 4)$. Let us denote them by $[M; !_3]$ and $[M; !_4]$. Using the parity of the spin structure,
we can deduce that these two points are in the same component. In fact, using
notations of [12], we have

$$\left[ M; !_1 \right], \left[ M; !_3 \right], \left[ M; !_4 \right] \in H^{\text{odd}}(2; 4) \quad \text{and} \quad \left[ M; !_2 \right] \in H^{\text{even}}(2; 4)$$

However, it seems very difficult to prove this fact directly.

The paper has the following structure: we present some general facts about quads
Ar. 1.22, we have

$$\left[ M; !_1 \right], \left[ M; !_3 \right], \left[ M; !_4 \right] \in H^{\text{odd}}(2; 4) \quad \text{and} \quad \left[ M; !_2 \right] \in H^{\text{even}}(2; 4)$$

However, it seems very difficult to prove this fact directly.

The paper has the following structure: we present some general facts about quadratic differentials in section 2. In section 4, we announce and prove the main theorem. In section 4.3 we give the formula to compute the parity of the spin structure. In the Appendix we recall some classical constructions related to rational polygonal billiards and we use our formula to obtain applications in this context.
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2 Mapping of the moduli spaces induced by a ramified covering of a fixed combinatorial type

In this section we present some general information concerning the moduli spaces of quadratic differentials. The proofs and the details can be found in papers [15, 22, 16, 23, 11, 12, 3].

**Theorem (Masur and Smillie)** Consider a vector \((k_1, \ldots, k_n)\) with all \(k_i \in \mathbb{N}\). Suppose that \(k_i \equiv 0 \mod 4\) and \(k_i - 4\). The corresponding stratum \(Q(k_1, \ldots, k_n)\) is non-empty with the following four exceptions:

- \(Q(0; 1; -1)\) (in genus \(g = 1\))
- \(Q(4); Q(1; 3)\) (in genus \(g = 2\))

**Theorem (Masur, Veech)** Any stratum \(Q(k_1, \ldots, k_n)\) is a complex orbifold of dimension

\[ \dim \mathbb{C}Q(k_1, \ldots, k_n) = 2g + n - 2. \]

**Proposition (Kontsevich)** Any stratum \(Q(k_1, \ldots, k_n)\) with \(k_i = -4\) is connected.

Here we recall a classical construction of the "orientating map" of a quadratic differential. We refer to [3] for a general reference.

**Construction (Canonical double covering)** Let \(M_g^2\) be a Riemann surface and let \(\omega\) be a quadratic differential on it which is not a square of an Abelian differential. There exists a canonical (ramified) double covering \(\tilde{M}_g^2 \to M_g^2\) such that \(\omega^2 = \tilde{\omega}\), where \(\tilde{\omega}\) is an Abelian differential on \(\tilde{M}_g^2\).

The images \(P\) of \(M_g^2\) of ramification points of the covering are exactly the singularities of odd degrees of \(\omega\). The covering \(\tilde{M}_g^2 \to M_g^2\) is the minimal (ramified) covering such that the quadratic differential \(\omega^2\) becomes the square of an Abelian differential on \(M_g^2\).
Proof Consider an atlas \((U_i; z_i)_i\) on \(\mathcal{M}_g^2 = \mathcal{M}_g^{2nf}\) singularities of \(g\) where we punctured all zeros and poles of \(g\). We assume that all the charts \(U_i\) are connected and simply-connected. The quadratic differential \(\omega\) can be represented in this atlas by a collection of holomorphic functions \(f_i(z_i)\), where \(z_i \in U_i\), satisfying the relations:

\[
f_i(z_i(z_j)) \frac{dz_i}{dz_j} = f_j(z_j) \quad \text{on } U_i \setminus U_j
\]

Since we have punctured all singularities of \(g\), any function \(f_i(z_i)\) is nonzero at \(U_i\). Consider two copies \(U_i^\pm\) of every chart \(U_i\): one copy for every of the two branches \(g_i(z_i)\) of \(g(z_i) := f_i(z_i)\) (of course, the assignment of \(\pm\) is not canonical). Now for every \(i\) identify the part of \(U_i^+\) corresponding to \(U_i \setminus U_j\) with the part of one of \(U_j\) corresponding to \(U_j \setminus U_i\) such that on the overlap the branches match:

\[
g_i^+(z_i(z_j)) \frac{dz_i}{dz_j} = g_j(z_j) \quad \text{on } U_i^+ \setminus U_j
\]

Apply the analogous identification to every \(U_i^-\). We get a Riemann surface with punctures provided with a holomorphic 1-form \(\omega\) on it, where \(\omega\) is presented by the collection of holomorphic functions \(g_i\) in the local charts. It is an easy exercise to check that filling the punctures we get a closed Riemann surface \(\mathcal{M}_g^2\), and that \(\omega\) extends to an Abelian differential on it. We get a canonical (possibly ramified) double covering \(\pi: \mathcal{M}_g^2 \to \mathcal{M}_g\) such that \(\pi^2 = \omega^2\).

By construction the only points of the base \(\mathcal{M}_g\) where the covering might be ramified are the singularities of \(\omega\). In a small neighborhood of zero of even degree \(2k\) of \(\omega\) we can choose coordinates in which \(\omega\) is presented as \(z^{2k}(dz)^2\). In this chart we get two distinct branches \(z^k dz\) of the square root. Thus the zeros of even degree of \(\omega\) and the marked points are the regular points of the covering \(\pi\). However, it easy to see that the covering \(\pi\) has exactly a ramification point over any zero of odd degree and over any simple pole of \(\omega\).

Remark 1 We can consider this construction for any quadratic differential. Note that corresponding quadratic differential is the square of an Abelian differential if and only if \(\mathcal{M}_g\) is non-connected.

Now, consider a non-degenerate point \([M; 2 \mathbb{Q}(k_1; \ldots; k_n)]\) in \(\mathcal{M}_g\), that is a non-orbifoldic point. Deforming slightly the initial point \([M^2; 0,2 \mathbb{Q}(k_1; \ldots; k_n)]\)
we can consider the canonical double ramified covering over the deformed Riemann surface of the same combinatorial type as the covering . This new covering has exactly the same relation between the positions and types of the ramification points and the degrees and position of singularities of the deformed quadratic differential. This means that the induced quadratic differential has the same singularity pattern. Choosing one of two branches of \( \psi = \frac{1}{\psi}, \) we get a local mapping:

\[
Q(k_1; \ldots; k_n) \mapsto H(k_1; \ldots; k_n)
\]

\[
[M^2, ] \mapsto (M^2, )
\]

**Remark 2** A detailed proof of this fact can be found in [13].

3 Parity of a spin structure defined by a quadratic differential

3.1 Spin structure defined by an Abelian differential

We first recall the algebraic-geometric definition of the spin structure given by an Abelian differential, see M Atiyah [2]; see also [12]; see D Johnson [10] for a topological definition.

3.1.1 Definition of a spin structure

Let \( \omega \) be a 1-form with only even singularities. There are \( 2^{2g} \) solutions of the equation \( 2D = K(\omega) \) in the divisor group where \( K(\omega) \) is the canonical divisor determined by \( \omega \). A spin structure is the choice of \( D \) in the Picard group of the surface. For an Abelian differential with only even zeros, one can write

\[
K(\omega) = 2k_1P_1 + \cdots + 2k_nP_n
\]

With these notation, we declare that the spin structure defined by the form \( \omega \) on the complex curve \( M \) is just the divisor \( D = k_1P_1 + \cdots + k_nP_n \). Thus a point \( (M; \omega) \) gives canonically a spin structure.

3.1.2 Parity of a spin structure

The dimension of the linear space \( jD_j \) may have quite different values for different choice of \( D \). For example, in genus 1, the dimension of the spaces given
by the three non-null solutions have non-zero dimension. We declare that the dimension modulo 2 of this linear space is the parity of the spin structure $D$ and we denote it by $\pi(D)$. On a curve of genus $g \geq 1$, M Atiyah [2] proved that there are $2^{g-1}(2^g + 1)$ odd spin structure and $2^{2g} - 2^{g-1}(2^g + 1)$ even spin structure.

3.1.3 Calculation of the parity of a spin structure

Let $M$ be a Riemann surface with an Abelian differential $\Omega$. Denote $\Omega$ the surface $M$ punctured at the singularities of $\Omega$. Consider the flat metric on $M$ denoted by $!$. The corresponding holonomy representation in the linear group is trivial: a parallel transport of a tangent vector along any closed loop brings the vector to itself. Thus we get a canonical trivialization of the tangent bundle $T M$ to the punctured Riemann surface $M$: the tangent space at any point of $M$ is canonically identified with a sample Euclidean plane $\mathbb{R}^2$.

Let $\gamma$ be a closed smooth oriented connected curve on $M$ avoiding singularities of $\Omega$. Using the trivialization of the tangent bundle to $M$ we can construct the Gauss map $(G: \gamma \to S^1)$ as follows: we associate to a point $x \in \gamma$ the image of the normalized tangent vector to $\gamma$ at $x$ under the trivialization map $T_1M \to S^1 \times \mathbb{R}^2$. Here the unit tangent bundle $T_1M \to M$ to $M$ is defined in terms of the flat metric on $M$ defined by $!$.

The index of the closed curve $\gamma$ in the flat metric defined by $!$ is defined to be the degree of the Gauss map

$$\text{ind}_{\gamma}(\Omega) := \text{deg}(G: \gamma \to S^1).$$

In other words, following the closed curve $\gamma$ in the positive direction and measuring how the tangent vector turns in the flat structure we get the angle $\text{ind}_{\gamma}(\Omega) \cdot 2$ as a total turn along $\gamma$. For example, given a zero of order $k \geq 0$ and a small curve $\gamma$ around it, we get for the index of $\gamma (k+1)\cdot 2$.

**Remark 3** If $4$ is a small disc in $M$ avoiding singularities, by definition $[\partial 4] = 0$ in $H_1(M;\mathbb{Z}_2)$. Thus we have

$$\Omega_1(\partial 4) = \Omega_1(\partial 4 + \partial 4) =$$

$$\Omega_1(\partial 4) + \Omega_1(\partial 4) + \partial 4$$

$$= 2 \cdot \Omega_1(\partial 4) + 0 = 0 \text{ mod } 2$$

where $\pi$ stands for the standard intersection form on $H_1(M;\mathbb{Z}_2) \text{ mod } 2$.
Moreover, if we have only one singularity inside $\mathcal{C}$ of order $k$ we have

$$\Omega_i(\mathcal{C}) = \text{ind}_\gamma(\mathcal{C}) + 1 = k \mod 2.$$ 

We obtain $k = 0 \mod 2$ thus $\gamma$ must possesses only singularities of even order.

Remark 3 implies that when the Abelian differential $\gamma$ has zeros of even degree only, the residue $\text{ind}_\gamma(\mathcal{C}) \mod 2$ depends only on the homology class $[\gamma]$ of the smooth closed connected path $\gamma$.

This invariance allows to define the function $\Omega_i : H_1(M;\mathbb{Z}_2)$ to evaluate $\Omega_i$ on a cycle $c \in H_1(M;\mathbb{Z}_2)$ we represent $c \in H_1(M;\mathbb{Z}_2)$ by a closed smooth oriented connected curve $\gamma$ on $M$ avoiding singularities of $\mathcal{C}$, and define

$$\Omega_i(c) := \text{ind}_\gamma(\mathcal{C}) + 1 \mod 2.$$ 

The function $\Omega_i$ is, actually, a quadratic form on $H_1(M;\mathbb{Z}_2)$, that is

$$\Omega_i(c_1 + c_2) = \Omega_i(c_1) + \Omega_i(c_2) + c_1 \cdot c_2.$$  (1)

Let $f a_1; b_1; \ldots; a_g; b_g$ be a symplectic basis of $H_1(M;\mathbb{Z})$. We define the Arf-invariant of the quadratic form $\Omega_i$ as follows:

$$\chi^\Omega_i = \sum_{i=1}^g \Omega_i(a_i)\Omega_i(b_i) \mod 2$$

According to [1], the number defined by the above formula, is independent of the choice of a symplectic basis of cycles. In addition, Johnson [10] proved that the set of quadratic forms and spin structures is one to one. Finally, Johnson has shown that the two numbers (modulo 2) defined by the parity of the spin structure and the Arf invariant of the corresponding quadratic form must coincide. Thus we have

$$\gamma(\mathcal{C}) = (K(\mathcal{C})) = \dim jD(\mathcal{C}) \mod 2 = (\Omega_i)$$

where $D(\mathcal{C}) = k_1P_1 + \ldots + k_nP_n$, and $2k_i$ is the multiplicity of the zero $P_i$ of $\mathcal{C}$.

### 3.1.4 Spin structure on a deformed curve

According the result of M. Atiyah [2] and D. Mumford [19], the dimension of the linear space $jD(\mathcal{C}) \mod 2$ is invariant under continuous deformations of the Abelian differential $\gamma$ inside the corresponding stratum, and hence, it is constant for every connected component of any stratum, where it is defined.
3.2 Spin structure on a double covering defined by a quadratic differential

Now we want to define the parity of the spin structure for a quadratic differential. Recall that this number is well defined only for Abelian differentials with zeroes of even orders.

Let $M$ be a Riemann surface and a quadratic differential on $M$ which is not the square of any Abelian differential. We suppose that orders of all singularities of are different from 2 modulo 4. We consider the canonical (branched) double covering $\pi : \tilde{M} \to M$ such that $\pi^2 = \tau$ (see Construction in Section 2). Then we can check that condition on the degree of the zeroes implies that $\pi$ possesses only zeros of even order (Lemma 1 in [13]). So we can apply the notion of parity of the spin structure to $\tau$. With these notation, we declare that the parity of spin structure of $\tau$ is the parity of the spin structure determined by $\pi$:

$$(\ ) \overset{\text{Def}}{=} (\pi)$$

As $\pi$ and $-\pi$ are in the same connected component (consider the path $e^{it\tau}$ for $t \in [0,1]$), we have $(\pi) = (\pi)$. So $(\ )$ is well-defined.

4 Invariance of the parity of the spin structure

In this Section, we prove the announced result.

4.1 Monodromy representation for the canonical double covering

Let $M$ be a Riemann surface with a quadratic differential, that is not the square of an Abelian differential. Let $\rho : M^* \to M$ be the canonical (ramified) double covering such that the pullback of to the covering surface $M^*$ becomes the global square of an Abelian differential, $(\ ) = \tau^2$. Removing from $M^*$ the ramification points (if there are any), and removing the singularities of of odd degrees (if there are any) from $M$ we obtain a regular $\mathbb{Z}_2$-covering

$\rho : M^{\text{ran}} \to \tilde{M}$

Denote $M := M^{\text{nsingularities of of odd degree}}$. We get a monodromy representation $m : \pi_1(M) \to \mathbb{Z}_2$. Since $\mathbb{Z}_2$ is an Abelian group the monodromy
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representation quotients as $1(M) \equiv H_1(M; \mathbb{Z}) \equiv \mathbb{Z}_2$, and even as $1(M) \equiv H_1(M; \mathbb{Z}_2) \equiv \mathbb{Z}_2$. We denote the monodromy homomorphism $m : H_1(M; \mathbb{Z}_2) \to \mathbb{Z}_2$ by the same symbol $m$.

A closed connected path $\gamma$ on $M$ lifts to a closed path on the covering surface $\mathbb{M}$ if and only if the homology class $[\gamma] \in H_1(M; \mathbb{Z}_2)$ belongs to $\text{Ker}(m)$. Note, however, that if $\gamma$ does have singularities of odd degree it is always possible to modify a closed connected path $\gamma$ on $M$ in such way that the modified closed connected path $\gamma^0$ stays in the same homology class $[\gamma] = [\gamma^0] \in H_1(M; \mathbb{Z}_2)$, but the monodromy along $\gamma$ and $\gamma^0$ are different, $m(\gamma) \neq m(\gamma^0)$. The reason is that the homology classes of $\gamma$ and $\gamma^0$ in homology of the punctured surface $H_1(M; \mathbb{Z}_2)$ are different. In example presented by Figure 4, the difference corresponds to a cycle turning around the puncture, and such a cycle has nontrivial monodromy.

4.2 Main result

Now we have all necessary tools to prove the following Theorem.

**Theorem 4.1** The parity of the spin structure of a quadratic differential $\varphi$, that is not the square of an Abelian differential, is independent of the choice of $\varphi$ in a stratum $Q(k_1; \ldots; k_l)$.

**Proof of the Theorem 4.1** We first present an idea of the proof. Let $M$ be a Riemann surface with a quadratic differential $\varphi$ on it. Let $M = \mathbb{M}^*$ be the canonical double covering such that $\mathbb{M}^* = \mathbb{M}^2$; by hypothesis, $M^*$ is connected. Let $2n$ be the number of singularities of $\varphi$ of odd degree; the double covering $\mathbb{M}^*$ has the ramification points exactly over these points. By the Riemann-Hurwitz formula the genus of the covering surface $\mathbb{M}^*$ equals $2g + n - 1$. Hence

$$\dim H_1(M^*; \mathbb{Z}_2) = 4g + 2n - 2.$$  \hspace{1cm} (2)

We start the proof with a construction of a special basis of cycles on $M^*$:

$$a_1^*; b_1^*; a_2^*; b_2^*; \ldots; a_g^*; b_g^*; a_{g+1}^*; b_{g+1}^*; e_1; \ldots; e_{l-2}$$

Note, that if a cycle in $H_1(M; \mathbb{Z}_2)$ is represented by a smooth closed connected curve $\gamma$ on $M$ which does not pass through singularities of $\varphi$, the monodromy $m(\gamma)$ can be calculated geometrically. It is trivial if and only if the holonomy of the flat metric defined by $\varphi$ along this path is trivial — a parallel transport of a vector along the path brings the vector to itself.

**4.2 Main result**

Now we have all necessary tools to prove the following Theorem.

**Theorem 4.1** The parity of the spin structure of a quadratic differential $\varphi$, that is not the square of an Abelian differential, is independent of the choice of $\varphi$ in a stratum $Q(k_1; \ldots; k_l)$.

**Proof of the Theorem 4.1** We first present an idea of the proof. Let $M$ be a Riemann surface with a quadratic differential $\varphi$ on it. Let $M^*$ be the canonical double covering such that $M^* = \mathbb{M}^2$; by hypothesis, $M^*$ is connected. Let $2n$ be the number of singularities of $\varphi$ of odd degree; the double covering $M^*$ has the ramification points exactly over these points. By the Riemann-Hurwitz formula the genus of the covering surface $M^*$ equals $2g + n - 1$. Hence

$$\dim H_1(M^*; \mathbb{Z}_2) = 4g + 2n - 2.$$  \hspace{1cm} (2)

We start the proof with a construction of a special basis of cycles on $M^*$:

$$a_1^*; b_1^*; a_2^*; b_2^*; \ldots; a_g^*; b_g^*; a_{g+1}^*; b_{g+1}^*; e_1; \ldots; e_{l-2}$$

The basis is partially orthogonalized: the cycles $a_i^+; b_i^-$ are obtained by lifting to $M^*$ closed paths on $M$ representing a symplectic basis in $H_1(M; \mathbb{Z}_2)$. Thus $a_i^+ b_j^- = a_i^- b_j^+ = 1$, and the other intersection indices for these cycles are zero. The cycles $\gamma_i$ correspond to the \textit{cuts} joining the consecutive pairs $P_j; P_{j+1}$ of ramification points of the covering; these cycles are completely analogous to the cycles from a standard Riemann-Hurwitz basis on a hyperelliptic surface.

The basis is constructed in such way that
\[ \text{ind}_{a_i^+} = \text{ind}_{a_i^-} = \text{ind}_{b_i^+} = \text{ind}_{b_i^-}; \]
(3)
and $\text{ind}_{\gamma_i}$ is easily expressed in terms of degrees $k_j$ and $k_{j+1}$ of the corresponding zeros $P_j; P_{j+1}$ of $\gamma$. Thus:
\[
\sum_{\forall i \neq j}^{\forall g} (\text{ind}_{a_i^+} + 1)(\text{ind}_{b_i^+} + 1) + \sum_{\forall i \neq j}^{\forall g} (\text{ind}_{a_i^-} + 1)(\text{ind}_{b_i^-} + 1) + \text{impact of the cycles $\gamma_i$ mod 2} = \text{impact of the cycles $\gamma_i$ mod 2}
\]
(4)

The remaining part of the theorem is an exercise in linear algebra and in arithmetic. We present now the complete proof.

We first treat the special case when $\gamma$ has no singularities of odd degree at all. Note that in this case the covering $\gamma: M^* \rightarrow M$ is a regular double covering. In particular, the monodromy of the covering along a closed path depends only on the homology class of the path. A closed path $\gamma$ on $M$ lifts to a closed path $\gamma$ on $M^*$ if and only if the corresponding cycle $[\gamma]$ belongs to $\text{Ker}(m)$, where $m: H_1(M; \mathbb{Z}_2) \rightarrow \mathbb{Z}_2$ is the monodromy homomorphism.

In the case when $\gamma$ has no singularities of odd degree the basis of cycles on $M^*$ which we are going to construct has the form
\[ a_1^+; b_1^+; a_1^-; b_1^-; \ldots; a_g^+; b_g^+; a_g^-; b_g^-; a_g^+; b_g^-; \]
where there are only two cycles $a_g^+; b_g^-$ corresponding to index $g$. We obtain this basis of cycles on the covering surface $M^*$ using a special basis of cycles on the underlying surface $M$.

Let $a_i^+ b_i^-; \ldots; a_g^+ b_g^-$ be a canonical basis of $H_2(M; \mathbb{Z}_2)$, where $a_i b_j = 1$ for $i = 1, \ldots, g$, and all the other intersection indices are trivial. Since the quadratic differential is not a global square of an Abelian differential, there exists a cycle $c_2 H_1(M; \mathbb{Z}_2)$ with nontrivial monodromy. Without loss of generality we may assume that this cycle is $b_g^-$, that is $m(b_g^-) = 1$. 
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Let us perform now a change of the basis in $H_1(M;\mathbb{Z}_2)$ to obtain a canonical basis in $H_1(M;\mathbb{Z}_2)$ with the additional property:

$$\text{ind}_{a_i} = \text{ind}_{b_i} = 0 \text{ for } i = 1;\ldots;g-1 \text{ and } \text{ind}_{a_g} = 0; \text{ind}_{b_g} = 1$$

We replace those $a_i$, $i < g$, and those $b_j$, $j < g$, that have nontrivial monodromy, by $a_i + b_j$ and $b_j + b_j$ correspondingly. Now we have $m(a_i) = m(b_j) = 0$ for $i = 1;\ldots;g-1$. It remains to adjust $a_g$ to get a canonical basis with desired properties.

We now use this basis on the underlying surface $M$ to construct a basis of cycles on the covering surface $\tilde{M}$. Since $m(a) = m(b) = 0$ for $i = 1;\ldots;g-1$, a closed path on $M$ representing any cycle from this collection can be lifted to a closed path on the covering surface $\tilde{M}$ in two different ways; the two corresponding lifts are disjoint. In this way we obtain the representatives of the cycles $a_i^+; b_i^+; a_i^-; b_i^-; a_i^{g-1}; b_i^{g-1}$ on $\tilde{M}$. We may assign the superscript indices in such a way that $a_i^+ b_i^+ = a_i^- b_i^- = 1$ and all the other intersection indices are zero. We now take a closed path on $M$ representing the cycle $a_g$ and we choose one of the two lifts of this path. The resulting closed path on $\tilde{M}$ gives us a cycle $a_g^2 \in H_1(\tilde{M};\mathbb{Z}_2)$. Since $m(b_g) = 1$ we need to take a double lift of a representative of this cycle to get a closed path on $\tilde{M}$; it gives us $b_g$. We get a collection of $4g-2$ cycles in $H_1(\tilde{M};\mathbb{Z}_2)$. By construction the matrix of the intersection form for this collection has the canonical form; in particular, it is non-degenerate. Since the number of cycles equals the dimension of the homology group $H_1(\tilde{M};\mathbb{Z}_2)$, see equation (2), we get a canonical basis of cycles on the covering surface $\tilde{M}$.

Let us compute the parity of the spin structure of the Abelian differential $\omega$ on $M$ using this basis. By construction the basis is canonical, and equations (3) are valid for any $i = 1;\ldots;g-1$. Thus:

$$\sum_{i=1}^{g-1} (\text{ind}_{a_i^+} + 1)(\text{ind}_{a_i^-} + 1) + \sum_{i=1}^{g-1} (\text{ind}_{a_i^-} + 1)(\text{ind}_{a_i^+} + 1) + (\text{ind}_{a_g^+} + 1)(\text{ind}_{b_g} + 1) \mod 2 = (\text{ind}_{a_g^+} + 1)(\text{ind}_{b_g} + 1) \mod 2$$

By assumption $m(b_g) = 1$. This means that the holonomy of the flat structure corresponding to $\omega$ along a smooth path on $M$ representing $b_g$ is an odd multiple of the angle $\pi$. Hence the holonomy of the flat structure corresponding to $\omega$ along a smooth path on $\tilde{M}$ which is a double cover of the corresponding path on $M$ is an odd multiple of the angle $2\pi$. This means that $\text{ind}_{b_g} = \pi/2$.
1 mod 2, which implies \((! ) = 0\). We proved the Theorem in a special case when \(f\) does not have poles no zeroes of odd degree. Moreover, we showed that the parity of the spin structure is always even in this special case.
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Figure 4: The points \(P_j; P_{j+1}\), and \(P_{2n}\) of the underlying surface \(M\) correspond to singularities of \(f\) of odd degree. The paths \(\gamma\) and \(\gamma^0\) are homologous in \(H_1(M; \mathbb{Z}_2)\), but holonomy along \(\gamma\) and along \(\gamma^0\) is different. Holonomy along the path \(c_j\) is obviously trivial.

Suppose now that \(f\) has singularities of odd degree. Note that the number of such singularities is always even, we denote it by \(2n\). Now the covering \(\pi: M^r \rightarrow M\) is ramified, and the holonomy homeomorphism is well-defined only for the punctured surface \(M^r\) from ramification points. Adding to a path \(\gamma\) an appendix which goes to the ramification point, turns around it and then comes back, we get a new path representing the same homology class in \(H_1(M; \mathbb{Z}_2)\) but having different holonomy, see Figure 4. In particular, now we can choose a collection of smooth closed paths with trivial holonomy on the underlying surface \(M\) representing a canonical basis of cycles \(a_i; b_i\) in \(H_1(M; \mathbb{Z}_2)\). We denote these paths by the same symbols \(a_i; b_i\) as the corresponding cycles.

Using this collection of paths on the underlying surface \(M\) we construct a special basis of cycles

\[ a_1^+; b_1^+; a_1^-; b_1^-; \ldots; a_g^+; b_g^+; a_g^-; b_g^-; c_1; \ldots; c_{2n-2} \]

on the covering surface \(M^r\). Here the cycles \(a_j; b_j\) correspond to the lifts of the paths \(a_i; b_i\). We assign the superscript indices to these lifts in such way that \(a_1^+ = a_1^- = b_1^+ = b_1^- = 1\).

The cycles \(c_j\) are analogous to the ones from a standard Riemann-Hurwitz basis on a hyperelliptic surface. They are constructed as follows. For any \(j = 1; \ldots; 2n - 2\) consider a path on the underlying surface \(M\) joining \(P_j\) and \(P_{j+1}\). We may choose this path in such way that it does not intersect any of the paths \(a_i; b_i\), and that the corresponding broken line \(P_1; P_2; \ldots; P_{2g-1}\) does not have self-intersections. Deform these paths as on the Figure 4 to obtain
closed loops $c_j$ with trivial monodromy. Lifting $c_j$ to a closed path $c_j$ on $M^*$ (in any of two possible ways) we get the desired cycles in $H_1(M^*; \mathbb{Z}_2)$.

The subspace spanned by the cycles $a_i^+; a_i^-; b_i^+; b_i^-$, where $i = 1; \ldots; g$, is orthogonal to the subspace spanned by the cycles $c_j$, where $j = 1; \ldots; 2n - 2$. In the same way of the standard Riemann-Hurwitz basis on a hyperelliptic surface, we also have $c_j c_{j+1} = 1$ for $j = 1; \ldots; 2n - 3$, and $c_j c_2 = 0$ if $jj_2 - j_1j > 1$. Thus the matrix of the intersection form for this collection of cycles is non-degenerate. According to equation (2) the number $4g + 2n - 2$ of cycles equals the dimension of the homology group $H_1(M^*; \mathbb{Z}_2)$. Hence we get a basis of cycles on the covering surface $\tilde{M}$.

Let us compute the parity of the spin structure of the Abelian differential $\omega$ on $M^*$ using this basis. The subspace $V_1$ spanned by the cycles $a_i^+; a_i^-; b_i^+; b_i^-$, where $i = 1; \ldots; g$, is orthogonal to the subspace spanned by the cycles $c_j$, where $j = 1; \ldots; 2n - 2$. By construction the cycles $a_i^+; b_i^+; a_i^-; b_i^-$ give us a canonical basis of the subspace $V_1$, and for any $i = 1; \ldots; g$ we have relations (3). Hence

$$\sum_{i=1}^{g} \left( \text{ind}_{a_i} \! + 1 \right) \left( \text{ind}_{b_i} \! + 1 \right) = \sum_{i=1}^{g} \left( \text{ind}_{a_i} \! + 1 \right) \left( \text{ind}_{b_i} \! + 1 \right)$$

which justifies equation (4). We have shown that the parity of the spin structure depends only of computation of index of cycles $c_j$. Thus this number depends only of degree of the singularities of $\omega$ that is the number $k_i$. This completes the proof of Theorem 4.1.

### 4.3 Explicit formula

In this section, we give an explicit formula for the parity of the spin structure.

**Theorem 4.2** Let $\omega$ be a meromorphic quadratic differential on a Riemann surface $M$ with singularity pattern $Q(k_1; \ldots; k_l)$. Let $n_{+1}$ be the number of zeros of $\omega$ of degrees $k_i = 1 \mod 4$, let $n_{-1}$ be the number of zeros of degrees $k_i = 3 \mod 4$, and suppose that the degrees of all the remaining zeros satisfy $k_r = 0 \mod 4$. Then the parity of the spin structure defined by $\omega$ is given by

$$\left( \# \right) = \left[ \frac{jn_{+1} - n_{-1}}{4} \right] \mod 2$$

where square brackets denote the integer part.
Proof of the Theorem 4.2  Let $M$ be a Riemann surface endowed with a quadratic differential $L$. Let $\pi : M^* \to M$ be canonical double covering such that $\pi^{-1}(p) = \{p\}^2$. We want to compute $\chi^q(\pi) = \chi^q()$. If $\chi$ has no singularities of odd degree at all (that is neither zeroes of odd degree, nor poles) then we already showed that $\chi = 0$ which proves the Theorem 4.2 in a special case. Suppose now that $\chi$ has singularities of odd degree. We use the notations in the proof of the Theorem 4.1. According to the equation (4), we have:

$$\chi^q(\pi) = \sum_{i=1}^{2g} \left( \text{ind}_{a_i}(\pi) + 1 \right) \left( \text{ind}_{b_i}(\pi) + 1 \right) + \sum_{i=1}^{2g} \left( \text{ind}_{a_i}(\pi) - 1 \right) \left( \text{ind}_{b_i}(\pi) - 1 \right) + \text{impact of the cycles } e_j \mod 2 =$$

$$= \text{impact of the cycles } e_j \mod 2$$

If $\chi$ has only two singularities of odd degree, our basis does not have any cycles $e_j$ at all, so in this case the theorem is proved. Suppose now that $\chi$ has more than two singularities of odd degree.

Let us compute now $\text{ind}_{\pi}()$. We have to compute how the tangent vector to the corresponding path $e_j$ on $M^*$ turns in the flat structure defined by $\pi$, see Figure 5. The counterclockwise direction is chosen as a direction of the positive turn.

![Figure 5: A path $e_j$ on the covering surface obtained by lifting the path $e_j$. Since $P_1, P_2, ..., P_{2g}$ are ramification points, the segments $A_1A_2$ and $A_2A_3$ are located on different sheets of the covering $M^* \to M$, and are not near to one another.](image)

We get some angle following the part $A_1A_2$ of the path which goes from one singularity to another. Then we make a turn by $-\pi/2$ going along $A_2A_3$. Turning around the singularity (the path $A_3A_4$) we get the angle $(k_j + 1)\pi/2$, which is followed by another turn by $-\pi/2$ now along $A_4A_5$. The path $A_5A_6$ gives the turn by $-\pi/2$, which is followed by another turn $-\pi/2$ along $A_6A_7$. Turning around singularity along $A_7A_8$ we get the angle $(k_j + 2)\pi/2$, and the loop is completed by the path $A_8A_1$ giving one more turn by $-\pi/2$. All together this
gives \((k_j + k_{j+1} + 2) = ((k_j + k_{j+1}) = 2 + 1) \cdot 2\). So we obtain \(\text{ind}_{\xi_j}(!) = (k_j + k_{j+1}) = 2 + 1\). Thus the value of the \(\mathbb{Z}_2\)-quadratic form \(\Omega_i\) on the cycle \(\xi_j\) is equal to

\[
\Omega_i(\xi_j) = \text{ind}_{\xi_j}(!) + 1 = \frac{k_j + k_{j+1}}{2} \text{ mod } 2
\]

Applying the Gram-Schmidt algorithm to the family \(\xi_j\) we get the following symplectic basis \(j, j, j = 1; \ldots; n - 1\) in the subspace \(V_2 = H_1(M; \mathbb{Z}_2)\) spanned by the cycles \(\xi_j\):

\[
\begin{align*}
1 &= \xi_1 \\
2 &= \xi_2 + 1 \\
3 &= \xi_3 + 2 \\
&\quad \vdots \\
n-1 &= \xi_{2n-3} + n-2 \\
n-1 &= \xi_{2n-2}
\end{align*}
\]

Then

\[
(\_): = (\!) = \sum_{j=1}^{n-1} \Omega_i(\xi_j) \Omega_i(\xi_j) \text{ mod } 2:
\]

We use formula (1) to evaluate the \(\mathbb{Z}_2\)-quadratic form \(\Omega_i\) for this new bases:

\[
\Omega_i(\xi_j) = \Omega_i(\xi_1 + \xi_2 + \ldots \xi_{2j-1}) = \Omega_i(\xi_1) + \Omega_i(\xi_2) + \ldots + \Omega_i(\xi_{2j-1})
\]

where we take into consideration that \(\xi_{2j-1} = \xi_{2j} = 0\) for any \(j\). Since \(\Omega_i(\xi_j) = \Omega_i(\xi_{2j})\) we finally obtain:

\[
(\_): = \frac{1}{4} \sum_{j=1}^{n-1} (k_1 + k_2 + \ldots + k_{2j}) (k_{2j} + k_{2j+1}) \text{ mod } 2 \quad \text{if } n \geq 2
\]

\[
(\_): = 0 \quad \text{if } n = 0; 1
\]

To complete the proof of the Theorem we need to apply several elementary arithmetic arguments. Assume that \(n > 1\). First note that all the integers \(k_j\) are odd. Hence inside any pair of parentheses we have an even number which implies that we may replace the numbers \(k_j\) in (5) by their residues modulo 4 without affecting the total sum modulo 2.

We may enumerate the singularities of odd degrees in such way that the first \(2m\) ones \(P_1; \ldots; P_{2m}\) the residues \(k_j \mod 4\) alternate, and for the remaining \(2(n-m-1)\) ones \(P_{2m+1}; \ldots; P_{2n-2}\) the residues \(k_j \mod 4\) are the same. Then,
for any $j$ we get $k_1 + k_2 j = 0 \mod 4$, and hence:

$$\sum_{j=1}^{\infty} (k_1 + k_2 + k_2 j)(k_2 j + k_2 j + 1) \mod 2 = \sum_{j=m+1}^{\infty} (k_2 m + k_2 j)(k_2 j + k_2 j + 1) \mod 2$$

Thus it is sufficient to check the formula in the statement of the Theorem only for two cases: when all zeros have degree 1, and when all zeros have degree 3.

Taking into consideration that for the total sum we have

$$k_1 + k_2 n - 2 = 0 \mod 4$$

we easily obtain the desired relation.

\[\square\]

### 4.4 Ergodic components of the Teichmüller geodesic flow

Recall that the two invariants which classify connected components of the strata of $H_g$ are the hyperellipticity and the spin structure. In the previous section, we have shown that the parity of the spin structure is constant on each stratum of the moduli space of meromorphic quadratic differential $Q_g$. Moreover, we can calculate all hyperelliptic components of the moduli space of quadratic differentials. In [13], we proved that the stratum $Q(12)$ and $Q(-1; 9)$ do not possess an hyperelliptic component. However, it was proved by A. Zorich by a direct computation of the corresponding extended Rauzy classes that each of these two strata has exactly two distinct connected components. Using formula of Theorem 4.2, we get that the spin structure is even on these two strata and so, it does not distinguish the component; which gives a negative response to a question of Kontsevich and Zorich.

### A Some applications

#### A.1 Billiard Flow

Let $P$ denote a polygon in $\mathbb{R}^2$. The billiard flow is given by the motion of a point with the usual optical reflection rule on the boundary $\partial P$ of $P$. A line element of this flow (the geodesic flow) is given by a point $x \in T^1 P$ and a direction $v \in \mathbb{Z}$ on the unit tangent bundle of $P$. Orbits of this flow fail to have...
continuations when they hit the boundary of $P$. We would like trajectories to reflect on the boundary. If $e_i$ is an edge of $P$ and $i: S^1 \to S^1$ represent the reflection through $e_i$ then we identify $(p; v)$ with $(p; i(v))$ for each $p \in e_i$.

Let $\Gamma \subset \text{O}(2)$ be the group generated by the reflections in sides. We are interested only by the case when $\Gamma$ is finite; in such case the polygon is called rational. An equivalent condition, when $P$ is simply connected, is that all angles are rational multiple of $\pi$. For a rational billiard, a classical construction (see [17] for a nice review of rational billiards) gives rise to a flat surface $M_g^2$ of genus $g$ i.e. a Riemann surface endowed with an Abelian differential. We recall here the construction.

Let $P \subset \mathbb{C}$ and $\Gamma$ as above. Take $|\Gamma|$ disjoint copies of $P$, each rotated by an element of $\Gamma$. For each copy $P_c$ of $P$ and each reflection $r \in \Gamma$, glue each edge $E_c$ of $P_c$ to the edge $r(E_c)$ of $r(P_c)$. When the group $\Gamma$ is finite, the result is a compact Riemann surface $M^*$:

$$M^* = \bigoplus_{\gamma \in \Gamma} \gamma(P)^A$$

where $\gamma$ is the relation above. The form $dz$ on each copy $\gamma(P)$, $\gamma \in \Gamma$, induces a holomorphic 1-form $\omega$ on $M^*$. It is easy to check that the singularities of $\omega$ are located at the vertices of the copies of $P$. Moreover, the billiard flow descends to the geodesic flow on the flat surface $(M^*; \omega)$. When the billiard $P$ has symmetries, we can construct the smaller surface denoted by $(M^*_1; \omega_1)$, obtained by identifying $\gamma_1(P)$ and $\gamma_2(P)$ if they differ by a translation. We can deduce $(M^*; \omega)$ from $(M^*_1; \omega_1)$ by a finite covering

$$(M^*_1; \omega_1) \to (M^*_1; \omega)$$

The genus of $M^*$ is given in terms of the angles of $P$.

Thus a rational billiard defines a point $[M^*; \omega]$ in some stratum of moduli space $H_g$. It is easy to compute the singularity pattern of $(M^*; \omega)$ knowing the polygon $P$ and hence identify the stratum. It is, somehow, more complicated to identify the connected component of the stratum. The invariance of the spin-structure on each stratum of quadratic differential gives information about the connected components of the stratum which contains the surface $M^*$.

### A.2 Billiard table and Abelian differential

For this section we refer to [17]. Let $P$ be a rational polygonal billiard: that is a rational polygon with the billiard flow inside. Let $(m_i; n_i)$ be the angles...
of with the convention that \( \gcd(n_i; m_i) = 1 \). Let \( N = \text{lcm}(n_i) \) be the least common multiple of \( n_i \). Denote by \( k \) the number of sides of \( P \). Let \( \mathcal{M}^* \) be the Riemann surface with the holomorphic 1-form \( \mathcal{M} \) which arises from \( P \). We can calculate the genus \( g \) of \( \mathcal{M}^* \) as follows:

\[
g = 1 + \frac{N}{2} (k - 2 - \sum \frac{1}{n_i})
\]

We can also calculate singularities of \( \mathcal{M} \). Each vertex of \( P \) of angle \( (m_i = n_i) \), induces \( N = n_i \) singularities of order \( m_i - 1 \) of the form \( \mathcal{M} \). If \( m_i = 1 \), the singularity is a fake zero (regular point of \( \mathcal{M} \)) and we do not mark it.

### A.3 Billiard table and quadratic differential

#### A.3.1 Construction

Here we present an alternative construction which associates a surface \( \mathcal{M} \) with a quadratic differential from a rational billiard \( P \) (see [8]). The image of the holonomy map for the flat metric defined by \( \mathcal{M} \) is contained in \( f \cdot \text{Id} \). Let \( P^1 \) be the double of \( P \); we consider two copies of \( P \); one on top of the other and we identify the boundaries of these two copies gluing the corresponding edges. We obtain the topological sphere with an Euclidean metric. The segments coming from edges of the polygon are non-singular for this metric, so it has only isolated singularities coming from the vertices of the polygon. The singularities are conical singularities of angle rational multiple of \( \frac{\pi}{n_i} \). We construct the standard covering of this surface to obtain a translation surface (not necessarily with non-trivial holonomy). The quadratic differential which we obtain is a square of an Abelian differential if and only if the \( N = \text{lcm}(n_i) \) is odd. Otherwise the surfaces \( (\mathcal{M}; \mathcal{M}) \) are related by the standard double covering.

\( (\mathcal{M}; \mathcal{M}) \not\equiv (\mathcal{M}) \)

When \( N \) is odd, the two constructions coincide. We compute the singularity pattern of the surface \( (\mathcal{M}; \mathcal{M}) \) as follow. Let \( \frac{p_i}{q_i} \) denote the rational factor of \( n_i \) for angles of \( P \) with \( p_i \) and \( q_i \) coprime. Let \( Q \) be the lcm of \( q_i \). Then for each vertex, the quadratic differential on \( \mathcal{M} \) possesses \( Q = q_i \) singularities of order \( p_i - 2 \).

#### A.3.2 Formula

When the invariant surface \( (\mathcal{M}; \mathcal{M}) \) constructed by a rational billiard belongs to a non-connected stratum, we can apply Theorem 4.2 to identify the connected
component which contain the point \([M^*; \sim]\). Let \(P\) be a rational billiard. Let the angles of \(P\) have the form \((m_i=n_i)\) with \(m_i = 2k_i + 1\). This condition guarantees that the spin structure of the corresponding Abelian differential is well-defined; that is all zeroes of \(\sim!\) are even. We enumerate the angles as follows: for \(i = 1; \ldots; r_1\), let \((m_i=n_i)\) be the angles with \(n_i\) even and \(k_i\) even; for \(i = r_1 + 1; \ldots; r_1 + r_2\), let \((m_i=n_i)\) be the angles with \(n_i\) even and \(k_i\) odd; finally for \(i = 1 + r_1 + r_2; \ldots; r + r_1 + r_2\), let \((m_i=n_i)\) be the angles with \(n_i\) odd. We denote by \(N\) the lcm of the \(n_i\). Then we have the following

**Corollary A.1** Let \(P\) be a billiard table as above. Then the Abelian differential \(\sim!\) corresponding to \(P\) has the following parity of the spin-structure:

\[
\sim(\sim!) = \frac{N}{4} \sum_{i=1}^{r_1} \frac{1}{n_i} - \sum_{i=1+r_1}^{1+r_2} \frac{1}{n_i} \mod 2
\]

**Proof** First we calculate angles with the form \(\frac{p_i}{q}\) with \(p_i\) and \(q\) coprimes. With considerations above, it is not difficult to see that we can take \((p_i; q) = (m_i; n_i)\) for \(i = 1; \ldots; r_1 + r_2\) and \((p_i; q) = (2 \ m_i; n_i)\) for \(i = 1 + r_1 + r_2; \ldots; r + r_1 + r_2\). The degrees of the singularities of the corresponding quadratic differential are given by the \(p_i\). For \(i = 1; \ldots; r_1 + r_2\), we obtain zeroes of degree \(p_i - 2 = m_i - 2 = 2k_i - 1\); for \(i = 1 + r_1 + r_2; \ldots; r + r_1 + r_2\), we obtain zeroes of degree \(p_i - 2 = 2 (m_i - 1)\). In the last case, all zeroes are even so it does not appear in the formula of Theorem 4.2. When \(k_i\) is even, the corresponding \(p_i\) is equal to \(-1\) modulo 4 and \(k_i\) is odd, the corresponding \(p_i\) is equal to \(+1\) modulo 4. Let us calculate the multiplicities of the zeroes. Let \(Q\) denote the lcm of the \(q\). Now, the formula of the corollary follows from Theorem 4.2 and the following fact:

\[
Q = \frac{N}{2}; \quad q = \frac{n_i}{2}
\]

Quite often the translation surface \((M^*; \sim)\) corresponding to a rational billiard \(P\) is hyperelliptic. Corollary A.1 allows one to determine the case when it is not, see A.3.3. Though the surfaces \((M^*; \sim)\) arising from billiards form subsets of measure zero in corresponding strata, the properties of the ambient strata have strong influence on the dynamics of the billiard. In particular billiards inducing hyperelliptic and non-hyperelliptic surfaces have different behavior.
A.3.3 Hyperelliptic Components

For moduli space of Abelian differentials, the parity of the spin structure of the hyperelliptic components is well defined. In [12], Kontsevich and Zorich give a formula for calculation of these numbers for any hyperelliptic component. This is given by the following Proposition

**Proposition** (Kontsevich, Zorich) The parity of the spin structure for a translation surface in a hyperelliptic component with one singularity and for a translation surface in a hyperelliptic component with two singularities is given, respectively, by

\[ (H(2g - 2)^{hyp}) = \frac{g + 1}{2} \mod 2 \]  \hspace{1cm} (6)

and

\[ (H(g - 1; g - 1)^{hyp}) = \frac{g + 1}{2} \mod 2; \text{ for } g \text{ odd.} \]  \hspace{1cm} (7)

**Example** Consider the polygon given by the triangle \((11 = 14; 7; 14)\). We consider the billiard flow inside this polygon. The number \(N\) appearing in the classical construction \(A; 2\) is \(N = 14\). In particular it is even. The corresponding Abelian differential \((M^*; \tau)\) has 2 fake zeroes and a zero of order 10. Thus it determines a point in the stratum \(H(10)\). The surface \(M^*\) has genus 6. We can calculate the singularity pattern of the corresponding quadratic differential.

The angles are given by the rational factor of \(\frac{2}{14}; \frac{5 + 1}{14}; \frac{0 + 1}{14}; \frac{1}{7}\).

Thus by Corollary A.1, the parity of the spin structure of \((M^*; \tau)\) is even.

According to formula 6, the parity of the spin structure of the hyperelliptic component of the stratum \(H(10)\) is odd and so the surface \(M^*\) is not hyperelliptic, and \([M^*; \tau] \in H^{odd}(10)\).
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